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## Introduction:

This is a set of lecture notes taken from UBC's PHYS 516 (Graduate Statistical Mechanics) course, taught by Dr. Gordon Semenoff. The course covers fundamentals of statistical mechanics, phase transitions and critical exponents, $D=1,2,3$ Ising models, mean field theory, quantum field theory, universality, renormalization, and elementary conformal field theory. If any errors are found in the notes, feel free to email me at ryoheiweil@phas.ubc.ca.
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## 1 Introduction, Statistical Mechanics Review

### 1.1 Overview

This course centers around critical phenomena and phase transitions (primarily in magnetic systems/the Ising model) - PHYS 403 is a more comprehensive overview of the field, this is more specialized. We will discuss models that are analytically solvable (or almost), some renormalization group methods, some conformal field theory and the conformal bootstrap method.

We will begin with a review of some basic statistical mechanics. In a nutshell, statistical mechanics is the application of probability theory to a physical system - typically, with a large number of degrees of freedom as this is the limit where the application is useful. Perhaps saying probability theory is a bit reaching, though - the probability involved is pretty minimal (lots of counting, not a ton of measure theory). It is worth noting that (much like other fields of physics) there are very few systems that are analytically solvable; most systems require the application of approximate techniques.

### 1.2 Canonical Ensemble

There are various places to begin this discussion; let's start by discussing the canonical ensemble. Let us consider a physical system, which has an array of possible states. Let us assume that it is characterized by energies $E_{a}$, and the energy can take up one out of a list of possible values $E_{1}, E_{2}, E_{3}, \ldots$. Given the conservation of energy for a closed system, this is a reasonable way to characterize a state (and given one of our goals of doing thermodynamics with our system, this is a useful quantity). Let us not say too much more about the system - other than perhaps the fact that the energy has a lower bound (but not necessarily an upper bound), and that the energies are ordered. Further, for now let us assume that the energies are discrete - this is of course not true in general (there exist systems for which energy is a continuum, and there we will have to use some kind of binning procedure), but let us assume this simplification for now.

So, how do we make the canonical ensemble? We take $\mathcal{N}$ copies of the system, with various energies, so that $\mathcal{E}=\sum_{i=1}^{\mathcal{N}} E_{i}$ is the total energy. The $\mathcal{N}$ copies of the system are weakly coupled to each other. This means that energy can flow between the systems, but also that (since the coupling is weak) when we calculate the total energy we can neglect the interaction energies between the systems. In other ensembles, other things that are not the energy can be exchanged (e.g. particles in the grand canonical ensemble).


Figure 1.1: Cartoon of the Canonical Ensemble - we consider $\mathcal{N}$ ( $=6$ here) copies of a system, and weakly couple them such that they can exchange energy. Due to artistic constraints the couplings are only drawn for nearest neighbours, but in reality all the systems are coupled to each other.

In state of the ensemble is specified by the number of systems with a given energy, i.e. there are $n_{1}$ systems with energy $E_{1}, n_{2}$ systems with energy $E_{2}$, and so on. The total energy is then given by:

$$
\begin{equation*}
\mathcal{E}=\sum_{a} n_{a} E_{a} \tag{1.1}
\end{equation*}
$$

and the number of systems in the ensemble is given by:

$$
\begin{equation*}
\mathcal{N}=\sum_{a} n_{a} \tag{1.2}
\end{equation*}
$$

### 1.3 Fundamental Postulate - Equal a Priori Probability

To do statistical mechanics, we require a fundamental postulate - namely, an "equal a priori probability". This says that every distinct configuration of the ensemble is equally likely, subject to the total energy and number constraints. Physically, this means that the systems in the ensemble in time are flipping around the possible energy states (in a way that the total energy of the ensemble is conserved). The most probable configuration is the state in which the system spends the most time.

There are other versions of this; we can for example divide a system up in space, and then a spatial average will yield the most probable distribution.

What we look for (since the system visits every possible configuration equally) is the configuration which can be made in the most number of ways. And this is really the only probability theory we have to worry about here; counting up the number of ways to yield a given configuration of the ensemble. So, we ask how many ways are there to make the state $\left(n_{1}, n_{2}, \ldots\right)$ ? Let us derive this. Starting with the systems with energy $E_{1}$, we have:

$$
\begin{equation*}
\mathcal{N}(\mathcal{N}-1) \ldots\left(\mathcal{N}-n_{1}+1\right) \tag{1.3}
\end{equation*}
$$

ways to have $n_{1}$ systems with energy $E_{1}$ (this is obtained by considering there are $\mathcal{N}$ systems to choose to have energy $E_{1}$, then $\mathcal{N}-1$ systems, and so on until all $n_{1}$ systems have been chosen). But this is overcounting because we don't care about the order, so really we require to divide this by $n_{1}$ !:

$$
\begin{equation*}
\frac{\mathcal{N}(\mathcal{N}-1) \ldots\left(\mathcal{N}-n_{1}+1\right)}{n_{1}!} \tag{1.4}
\end{equation*}
$$

and we continue with $n_{2}, n_{3}$ and so on until everything is full:

$$
\begin{equation*}
\frac{\mathcal{N}(\mathcal{N}-1) \ldots\left(\mathcal{N}-n_{1}+1\right)}{n_{1}!} \frac{\left(\mathcal{N}-n_{1}\right) \ldots\left(\mathcal{N}-n_{1}-n_{2}+1\right)}{n_{2}!} \ldots=\frac{\mathcal{N}!}{n_{1}!n_{2}!\ldots} \tag{1.5}
\end{equation*}
$$

So, the most probable state of the system is that for which the above is maximized; in other words, we maximize it subject to $\sum_{a} n_{a}=\mathcal{N}$ and $\sum_{a} n_{a} E_{a}=\mathcal{E}$. This is a optimization problem with constraints - this may remind you of Lagrange multipliers which you have seen in classical mechanics. There is an apparent difficulty here in the fact that our numbers are discrete, but we'll get around it. To start, let us take the logarithm of the expression; we can maximize the logarithm of it instead of the original expression, and this is legal as the logarithm is monotonic (this is also a common trick done in machine learning and maximum likelihood estimation). The technique of Lagrange multipliers tells us that the expression of our interest is:

$$
\begin{equation*}
\ln \left(\frac{\mathcal{N}!}{n_{1}!n_{2}!\ldots}\right)+\beta\left(\sum_{a} n_{a} E_{a}-\mathcal{E}\right)+\gamma\left(\sum_{a} n_{a}-\mathcal{N}\right) \tag{1.6}
\end{equation*}
$$

it would be nice to be able to use calculus techniques to solve this problem; to this end let us work in the regime of large $\mathcal{N}$ such that we can make the continuum approximation. At first this might seem like a poor assumption; after all after we saturate $\mathcal{E}$ all of the $n_{a}$ s past that point better not be large, but instead zero! To get around this we could assume some kind of cutoff to the energies. Of course there is still a decaying tail to the $n_{a} s$, but these turn out to not be a problem.

In any case, let us suppose that we can approximate $\mathcal{N}$ large. Then, we can apply Stirling's formula:

$$
\begin{equation*}
\ln \mathcal{N}!\approx \mathcal{N} \ln \mathcal{N}-\mathcal{N} \tag{1.7}
\end{equation*}
$$

### 1.4 Interlude - Deriving Stirling's Formula

We start by writing down an integral expression for the factorial:

$$
\begin{equation*}
\mathcal{N}!=\int_{0}^{\infty} d x x^{\mathcal{N}} e^{-x} \tag{1.8}
\end{equation*}
$$

we solve this via a saddle point technique of replacing the integrand with its maximum value; taking the derivative of the integrand and setting it to zero, we have:

$$
\begin{equation*}
\mathcal{N} x^{\mathcal{N}-1} e^{-x}-x^{\mathcal{N}} e^{-x}=0 \tag{1.9}
\end{equation*}
$$

which is maximized at $x=\mathcal{N}$. so, the approximate value of the factorial is:

$$
\begin{equation*}
\mathcal{N}!\approx \mathcal{N}^{\mathcal{N}} e^{-\mathcal{N}} \tag{1.10}
\end{equation*}
$$

and taking logarithms we get Eq. (1.7). This technique also gives us a way of considering corrections to Stirling's formula by considering $x$ near $\mathcal{N}$ (the next order corrections to $\ln \mathcal{N}$ ! are $O(\log \mathcal{N})$, for example).

Another quick and dirty way to derive the formula (that doesn't give a nice way to study corrections, but gives us the leading terms that we want). Using the definition of the factorial and laws of logarithms, we have:

$$
\begin{equation*}
\ln \mathcal{N}!=\sum_{j=1}^{\mathcal{N}} \ln j \tag{1.11}
\end{equation*}
$$

now approximating the sum as an integral:

$$
\begin{equation*}
\ln \mathcal{N}!\approx \int_{1}^{\mathcal{N}} d j \ln j=\mathcal{N} \ln \mathcal{N}-\mathcal{N}+1 \tag{1.12}
\end{equation*}
$$

in the large $\mathcal{N}$ limit we may neglect the +1 , and we (again) obtain Stirling's formula.

### 1.5 Deriving the Boltzmann Distribution

Applying Stirling's Formula, Eq. (1.6) becomes:
$\mathcal{N} \ln \mathcal{N}-\mathcal{N}-\sum_{a}\left(n_{a} \ln n_{a}-n_{a}\right)+\beta\left(\sum_{a} E_{a} n_{a}-\mathcal{E}\right)+\gamma\left(\sum_{a} n_{a}-\mathcal{N}\right)=\mathcal{N}\left(\sum_{a}\left(-\rho_{a} \ln \rho_{a}\right)+\beta\left(\sum_{a} \rho_{a} E_{a}-U\right)+\gamma\left(\sum_{a} \rho_{a}-1\right)\right)$
where we define $\rho_{a}=\frac{n_{a}}{N}$ and the second expression follows by algebra. Now, since $\rho_{a}$ varies slowly, we may use techniques of calculus and take a derivative of the above expression and set it to zero. The $\rho_{a}$ equation reads:

$$
\begin{equation*}
-\ln \rho_{a}-1+\beta E_{a}+\gamma=0 \tag{1.14}
\end{equation*}
$$

we also take derivatives by $\beta, \gamma$ and set them to zero (as we do with the Lagrange multiplier technique):

$$
\begin{gather*}
\sum_{a} \rho_{a} E_{a}=U  \tag{1.15}\\
\sum_{a} \rho_{a}=1 \tag{1.16}
\end{gather*}
$$

Let us rearrange the first equation, which has solution:

$$
\begin{equation*}
\rho_{a}=e^{\beta E_{a}+\gamma-1} \tag{1.17}
\end{equation*}
$$

we don't solve the second one, but the third one gives us:

$$
\begin{equation*}
\rho_{a}=\frac{e^{\beta E_{a}}}{\sum_{a} e^{\beta E_{a}}} \tag{1.18}
\end{equation*}
$$

Note that the $e^{\gamma-1}$ goes away when we solve the third equation. It would have been wise to choose $\beta$ with the other sign to start with. As we have derived things here, things only make sense if $\beta<0$. We note that we have derived the ever-famous partition function:

$$
\begin{equation*}
Z=\sum_{a} e^{\beta E_{a}} \tag{1.19}
\end{equation*}
$$

So, we have solved for the most likely distribution $\rho_{a}$; this is the known as the "Boltzmann distribution". We have not solved explicitly for $\beta$, but the second equation is formally unsolvable, and we will find a nice interpretation for $\beta$ anyway (as the familiar $\beta=-\frac{1}{k_{B} T}$ ).

### 1.6 Example: Two-level system

We really have not done any physics at all here; but, we have completely generically found the most probable distribution. Let us try applying this to a two-level system and see how good our result is. Particles can have two (spin) states, $\uparrow$ and $\downarrow$. Let us assume we have two particles, and let us assume all orientations of the spins have the same energy. We can just enumerate all the states, and characterize the system by the net magnetization $m=\# \uparrow-\# \downarrow$. We have the four states $\uparrow \uparrow$ with $m=2, \downarrow \downarrow$ with $m=-2$, $\uparrow \downarrow$ and $\downarrow \uparrow$ with $m=0$. Here, the technique of most probable distribution is quite poor - there is a very good probability that the system is actually ferromagnetic (in fact half of the time) even though the most probable distribution is that the system is unmagnetized. However, we are able to see that unmagnetized is the most probable distribution, and in fact this is true for any number of particles.

So, let's consider generically $N$ particles (note - let us assume that $N$ is even so we can avoid frustration; if $N$ is odd then there exists no configuration with zero magnetization). With $N$ particles, the number of states with $n$ spins up (from which we can obtain the magnetization as $m=n-(N-n)=2 n-N$ ) is $\frac{N!}{n!(N-n)!}$ of $2^{n}$ total possible states.

If we then plot $\ln \frac{N!}{n!(N-n)!}$ (making the continuum approximation), we find:


Figure 1.2: Plot of (continuum approximation) $\ln \frac{N!}{n!(N-n)!}$ as a function of number of spin-up spins $n$. We see the maximum at $n=N / 2$ (zero magnetization).
so indeed the state with $n=N / 2$ spins up (and $n=N / 2$ spins down) - the state with total magnetization $m=0$ is the most probable state. It is also valuable to ask what fraction of the total number of states is the most likely distribution. This is simply obtained by taking the number of states with $n=N / 2$ and dividing by the total $2^{n}$ :

$$
\begin{equation*}
\frac{N!}{(N / 2)!(N / 2)!} \frac{1}{2^{n}} \tag{1.20}
\end{equation*}
$$

We find that (using Stirling's formula that):

$$
\begin{equation*}
\ln \left(\frac{N!}{(N / 2)!(N / 2)!} \frac{1}{2^{N}}\right)=0+\frac{\ln N}{N} \tag{1.21}
\end{equation*}
$$

so in the $N \rightarrow \infty$ limit, $\frac{N!}{(N / 2)!(N / 2)!} \frac{1}{2^{N}} \approx 1$ to leading order, so the proportion of the most likely distribution to total states of the system is one (with corrections given by the successive terms).

## 2 Free Energy, Ideal Gas, and the Grand Canonical Ensemble

### 2.1 Thermodynamic Interpretation, Energy, and Free Energy

Last time, we looked at the canonical ensemble. We derived the most probable distribution:

$$
\begin{equation*}
\rho_{a}=\frac{e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}} \tag{2.1}
\end{equation*}
$$

and found the partition function:

$$
\begin{equation*}
Z=\sum_{a} e^{-\beta E_{a}} . \tag{2.2}
\end{equation*}
$$

We argue that this already has a nice thermodynamic interpretation. This comes about if we look at the logarithm of the partition function:

$$
\begin{equation*}
F=-\frac{1}{\beta} \ln Z=-\frac{1}{\beta} \ln \sum_{a} e^{-\beta E_{a}} \tag{2.3}
\end{equation*}
$$

Note that if there was only one energy level, then this would immediately just be the energy - in general the energy we calculate as the expectation value:

$$
\begin{equation*}
U=\frac{\sum_{a} E_{a} e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}} \tag{2.4}
\end{equation*}
$$

How does $F$ relate to $U$ ? Let us write:

$$
\begin{equation*}
F=U+\left(-\frac{1}{\beta} \ln \sum_{a} e^{-\beta E_{a}}-\frac{\sum_{a} E_{a} e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}}\right) \tag{2.5}
\end{equation*}
$$

Let us call $e^{-\beta E_{a}}=Z \rho_{a}$ and write $E_{a}=-\frac{1}{\beta} \ln Z-\frac{1}{\beta} \ln \rho_{a}$. Then, rewriting the above expression, we find:

$$
\begin{equation*}
F=U-\frac{1}{\beta} \sum_{a} \rho_{a} \ln \rho_{a} . \tag{2.6}
\end{equation*}
$$

The second term should be familiar to anyone with an information theory background $-S_{V N}=\sum_{a} \rho_{a} \ln \rho_{a}$ is known as the von Neumann entropy. It is the entropy of the distribution - a measure of how little we know about the system when we have the distribution $\rho_{a}$. It is minimized if one of the $\rho$ s is one and the others are zero, as the entropy is zero (then we know exactly what the system is). It is maximized if all of the $\rho$ s are constant (because then we know nothing about the system). If we are willing to accept that the von Neumann entropy is equal to the thermal entropy up to a constant:

$$
\begin{equation*}
S=k_{B} S_{V N} \tag{2.7}
\end{equation*}
$$

where $k_{B}$ is Boltzmann's constant. Then, we obtain:

$$
\begin{equation*}
F=U-\frac{1}{\beta} \frac{S}{k_{B}} \tag{2.8}
\end{equation*}
$$

which closely resembles:

$$
\begin{equation*}
F=U-T S . \tag{2.9}
\end{equation*}
$$

where $T$ is the temperature (if we interpret $\beta=\frac{1}{k_{B} T}$ ). This is the familiar thermodynamic expression for the Helmholtz free energy.

This is not the historical order in which things are done - historically the microcanonical viewpoint (due to Boltzmann) came first, but this requires the system to be thermodynamic.

### 2.2 Example - System of weakly interacting non-relativistic particles

Let us assume we have a collection of $N$ weakly interacting non-relativistic particles of mass $m$, which obey the laws of classical mechanics. A state of such a system will just be the specifications of the positions and velocity (or momenta) of all the particles (mathematically, this is because Newton's second law is a second-order ODE so we require two boundary conditions to specify the state). We can write the state as a collection of these values $\left\{\mathbf{q}_{1}, \mathbf{p}_{1}, \ldots, \mathbf{q}_{n}, \mathbf{p}_{n}\right\}$ The energy is then given by the Hamiltonian:

$$
\begin{equation*}
H=\sum_{k} \frac{\mathbf{p}_{k}^{2}}{2 m} \tag{2.10}
\end{equation*}
$$

Note we assume that the masses of the particles are the same and all attributes of the particles (other than position or momentum) are identical - note that in the context of classical mechanics this does not make the particles indistinguishable - we can keep track of them. This is in contrast to quantum statistical mechanics, where particles are truly indistinguishable and are either fermions or bosons.

We can construct the partition function for this system:

$$
\begin{equation*}
Z=\int d \mathbf{q}_{1} d \mathbf{p}_{1} \ldots d \mathbf{q}_{n} d \mathbf{p}_{n} e^{-\beta H} \tag{2.11}
\end{equation*}
$$

this looks reasonable, but there are a couple things wrong with this. One problem - Z has dimensions; this is problematic if we want to take functions of it (e.g. logarithms to get the free energy). To deal with this problem, we just divide it by a number that gets rid of the dimensions:

$$
\begin{equation*}
Z=\frac{1}{(2 \pi \hbar)^{3 N}} \int d \mathbf{q}_{1} d \mathbf{p}_{1} \ldots d \mathbf{q}_{n} d \mathbf{p}_{n} e^{-\beta H} \tag{2.12}
\end{equation*}
$$

$\hbar$ we pretty much pulled out of a hat here, but we require something with the dimensions of angular momentum to place there. Let's now do the integral. Let's assume that our particles move in infinite 3-D Euclidean space; we can then write $\int d \mathbf{q}_{i}=V$ (the volume) as $H$ does not depend on the positions. Further, all momentum integrals are equivalent, so let us write it as the product of momentum integrals:

$$
\begin{equation*}
Z=\frac{V^{N}}{(2 \pi \hbar)^{3 N}}\left(\int d p e^{-\frac{\beta}{2 m} \mathbf{p}^{2}}\right)^{3 N} \tag{2.13}
\end{equation*}
$$

We go into polar coordinates to solve this Gaussian integral:

$$
\begin{equation*}
\left(\int d p\right)^{3 N} \rightarrow\left(\int d^{2} p\right)^{\frac{3 N}{2}} \rightarrow\left(\int \frac{d \varphi p d p}{2}\right)^{\frac{3 N}{2}} \tag{2.14}
\end{equation*}
$$

which yields:

$$
\begin{equation*}
Z=\frac{V^{N}}{(2 \pi \hbar)^{3 N}}\left(\frac{2 \pi m}{\beta}\right)^{\frac{3 N}{2}}=V^{N}\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{\frac{3 N}{2}} \tag{2.15}
\end{equation*}
$$

The Helmholtz free energy is then:

$$
\begin{equation*}
F[T, V, N]=-k_{B} T N \ln \left[V\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2}\right] \tag{2.16}
\end{equation*}
$$

This system should be truly thermodynamic (as we can take the system to be large), so this should work - we will see in a moment that unfortunately, it does not!

Recall thermodynamic differential relation:

$$
\begin{equation*}
d F=-S d T+\mu d N-P d V \tag{2.17}
\end{equation*}
$$

So the entropy is:

$$
\begin{equation*}
S=-\left.\frac{\partial F}{\partial T}\right|_{N, V} \tag{2.18}
\end{equation*}
$$

the chemical potential is:

$$
\begin{equation*}
\mu=\left.\frac{\partial F}{\partial N}\right|_{T, V} \tag{2.19}
\end{equation*}
$$

and the pressure is:

$$
\begin{equation*}
P=-\left.\frac{\partial F}{\partial V}\right|_{T, N} \tag{2.20}
\end{equation*}
$$

so we can go to town and calculate some quantities. For example the pressure we can calculate to be:

$$
\begin{equation*}
P=\frac{N k_{B} T}{V} \tag{2.21}
\end{equation*}
$$

which is the ideal gas law! Big success (the other quantities will not be as successful...)! The chemical potential we can calculate to be:

$$
\begin{equation*}
\mu=-k_{B} T \ln \left(V\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2}\right) \tag{2.22}
\end{equation*}
$$

The entropy we calculate to be:

$$
\begin{equation*}
S=\frac{3}{2} k_{B} N+k_{B} N \ln \left(V\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2}\right) \tag{2.23}
\end{equation*}
$$

We can calculate the energy to be:

$$
\begin{equation*}
U=F+T S=\frac{3}{2} N k_{B} T \tag{2.24}
\end{equation*}
$$

which is again a beautiful formula (and the correct result). However, we should talk about why the formulas for $\mu, S$ are wrong. They do not have the correct extensivity properties. Concretely, if one considers two identical volumes of ideal gas separated by a partition, removing and re-inserting the partition should be reversible. However, a calculation of the entropy change shows that removing the partition leads to an increase in entropy of $2 k_{B} N \ln 2$; contradiction. So we're a failure. But we're also clever, and can try to fix it. We introduce a factor of $\frac{1}{N!}$ into the partition function. This introduces a factor of $\frac{1}{N}$ into the logarithm in the free energy expression, which ends up correcting things. This was originally a fudge factor fix, but it turns out to be quite deep - namely, we have overcounted the states in the system somehow, and the $\frac{1}{N!}$ corrects for this. This hints to classical mechanics being problematic (quantum statistics fixes this with indistinguishability).

But let's try taking $Z \rightarrow \frac{1}{N!} Z$ (we are exploring what is known as Maxwell-Boltzmann statistics). Then with Stirling's formula:

$$
\begin{equation*}
\ln N!\approx N \ln N-N=\ln \left(\frac{N}{e}\right)^{N} \tag{2.25}
\end{equation*}
$$

Then the free energy becomes:

$$
\begin{equation*}
F[T, N, V]=-k_{B} T \ln \left[\frac{e V}{N}\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2}\right] \tag{2.26}
\end{equation*}
$$

and now we see that $F$ has the correct scaling properties so things have been fixed. If we now recalculate quantities, $P, U$ stay the same (as beautiful as they were):

$$
\begin{equation*}
P V=N k_{B} T \tag{2.27}
\end{equation*}
$$

$$
\begin{equation*}
\frac{U}{N}=\frac{3}{2} k_{B} T \tag{2.28}
\end{equation*}
$$

And now the entropy is fixed up as well:

$$
\begin{equation*}
S=\frac{3}{2} k_{B} N+k_{B} N \ln \left(\frac{e V}{N}\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2}\right) \tag{2.29}
\end{equation*}
$$

and this is known as the Sackur-Tetrode equation.
Before we go on - there are other ensembles we could have used, e.g. the grand canonical ensembles where the subsystems are allowed to exchange particles as well as energy. We need this as this one is the easier one to use when we consider quantum statistics. So in a way, Maxwell-Boltzmann statistics assumes the distribution is completely symmetric in the particles, but it is blind to how the wavefunction changes - if we take the distribution to be $\rho=\psi^{\dagger} \psi$, it assumes that each permutation comes out to be symmetric. But is not actually completely correct as in QM we impose the proper statistics on the wavefunctions, rather than the density.

### 2.3 Grand Canonical Ensemble

The logic follows exactly the same as the Canonical ensemble, with the only difference that we allow for the particle number to change. Suppose a system has $N_{a}$ particles in state $a$, and energy $E_{a}$. We define $n_{a}$ to be the number of systems in the ensemble in state $a$. We have some constraints:

$$
\begin{gather*}
\sum_{a} n_{a}=\mathcal{N}  \tag{2.30}\\
\sum_{a} n_{a} E_{a}=\mathcal{E}=\mathcal{N U}  \tag{2.31}\\
\sum_{a} n_{a} N_{a}=\mathcal{N} N \tag{2.32}
\end{gather*}
$$

in the above, $U$ is the average energy and $N$ is the average number of particles. This differs from what we had before by one equation. We want to find the most probable distribution; for this the mathematics is exactly the same, just with one more Lagrange multiplier. We maximize:

$$
\begin{equation*}
\ln \frac{\mathcal{N}!}{\prod_{a} n_{a}!}+\beta\left(U \mathcal{N}-\sum_{a} n_{a} E_{a}\right)+\alpha\left(N \mathcal{N}-\sum_{a} n_{a} N_{a}\right)+\gamma\left(\mathcal{N}-\sum_{a} n_{a}\right) \tag{2.33}
\end{equation*}
$$

The argument is basically identical to what we did to calculate $\rho_{a}$ for the canonical ensemble. We solve the first and last equations for $\rho_{a}$ and leave the other two unsolved (they will be thermodynamic quantities we can interpret). After the dust settles, we end up with:

$$
\begin{equation*}
\rho_{a}=\frac{e^{-\beta E_{a}-\alpha N_{a}}}{\sum_{a} e^{-\beta E_{a}-\alpha N_{a}}} \tag{2.34}
\end{equation*}
$$

Our grand canonical partition function is:

$$
\begin{equation*}
\mathcal{Z}=\sum_{a} e^{-\beta E_{a}-\alpha N_{a}} \tag{2.35}
\end{equation*}
$$

If we identify:

$$
\begin{equation*}
\Phi=-k_{B} T \ln \mathcal{Z} \tag{2.36}
\end{equation*}
$$

with the grand canonical free energy, and go through a similar procedure of identifying the Von Neumann entropy with the thermodynamic entropy (and an identification to relate $\alpha$ with the chemical potential), we obtain:

$$
\begin{equation*}
\beta=-\frac{1}{k_{B} T}, \quad \alpha=-\frac{\mu}{k_{B} T} \tag{2.37}
\end{equation*}
$$

The grand canonical free energy now no longer depends on the number of particles, but on the chemical potential. It is however related to the Helmholtz free energy via a Legendre transform:

$$
\begin{equation*}
\Phi[T, \mu, V]=F-\mu \mathcal{N} \tag{2.38}
\end{equation*}
$$

If we did things correctly, working with the grand canonical free energy vs. the Helmholtz free energy should yield the same answers. If we recall the canonical partition function for the weakly interacting gas, we had a dependence on the particle number $N$ (note - NOT the average number of particles in the systems of the ensemble, but here really the number of particles in the ideal gas. Sorry for the overload of notation). We can sum over $N$ to get the grand canonical partition function. We can then go through and see if we obtain the same results (and we will). We had:

$$
\begin{equation*}
Z[T, N, V]=\frac{1}{N!} V^{N}\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{\frac{3 N}{2}} \tag{2.39}
\end{equation*}
$$

note the inclusion of the $\frac{1}{N!}$ factor so things end up correct. The grand canonical partition function is then:

$$
\begin{equation*}
\mathcal{Z}[T, \mu, V]=\sum_{N} e^{\frac{\mu}{k_{B} T^{T}}} Z[T, N, V] \tag{2.40}
\end{equation*}
$$

this is an easy sum because its just $\sum_{N} \frac{1}{N!} x^{N}$; hopefully this is familiar as just an exponential:

$$
\begin{equation*}
\mathcal{Z}[T, \mu, V]=e^{V\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2} e^{\frac{\mu}{B_{B} T}}} \tag{2.41}
\end{equation*}
$$

so our prediction for the grand canonical free energy is:

$$
\begin{equation*}
\Phi=-k_{B} T \ln \mathcal{Z}=-k_{B} T V\left(\frac{m k_{B} T}{2 \pi \hbar^{2}}\right)^{3 / 2} e^{\frac{\mu}{k_{B} T}} \tag{2.42}
\end{equation*}
$$

and we can go through the song and dance to obtain the quantities that we solved for using the canonical ensemble.

## 3 Microcanonical Ensemble, Quantum Statistical Mechanics

We have spent two lectures discussing the canonical ensemble and grand canonical ensemble - in this setting we have discussed the classical perfect gas. We have one more to discuss; the microcanonical ensemble.

### 3.1 Review of the Canonical Ensemble

The canonical ensemble is a way to find the likelihood that a system is in a particular state; we found the most likely distribution:

$$
\begin{equation*}
\rho_{a}=\frac{e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}} \tag{3.1}
\end{equation*}
$$

with $\beta=\frac{1}{k_{B} T}$. In deriving this we made some assumptions; for example the fact that the system was able to visit different energy states (this may not be true, e.g., if the system obeys some conservation law). In the setting of the perfect gas, we assumed that the particles were weakly interacting so they could exchange energy and visit different energy states (but weakly so we did not have to consider the interaction very carefully) - if the particles were completely free, they could not change their state (the momenta of all the particles would be fixed). We explored this distribution in the context of an ensemble of two-level systems; for two spins, we found that this was only a good description $\sim 50 \%$ of the time, but as we increase $N$ this estimate gets better and better.

### 3.2 Microcanonical Ensemble

The accuracy of the canonical ensemble only depended on the size of the ensemble - if something is not accurate enough, just look at a larger system. Essentially, a given subsystem sees the rest of the system as a heat bath/reservoir, and the estimate will get better as we increase the size of the heat bath. But we might ask - how well is the system described if we assume the system takes the most likely state? Roughly, the system takes the state such that $E^{v} e^{-\beta E}$ is maximized (those with a condensed matter background will be familiar with this sort of expression; the Boltzmann distribution times the density of states).

Concretely, we say:

$$
\rho_{a}= \begin{cases}1 & a: E_{a}=U  \tag{3.2}\\ 0 & \text { otherwise }\end{cases}
$$

This looks extremely crude; it doesn't always work (e.g. the system needs to be highly degenerate) but for most normal things, it does. Let's reason out why. We consider the heat capacity:

$$
\begin{equation*}
C=\left.\frac{\partial U}{\partial T}\right|_{\ldots} \sim V c \tag{3.3}
\end{equation*}
$$

where $C$ (the total heat capacity) scales with volume (times the per-volume heat capacity/specific heat capacity $c$ ).

In the canonical approach, $U$ is the average of the energy:

$$
\begin{equation*}
U=\sum_{a} \frac{E_{a} e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}}=\langle E\rangle \tag{3.4}
\end{equation*}
$$

We can write the heat capacity as:

$$
\begin{equation*}
C=\frac{\partial U}{\partial T}=\frac{1}{k_{B} T^{2}} \Delta U^{2} \tag{3.5}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Delta U^{2}=\sum_{a} \frac{E_{a}^{2} e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}}-\left(\frac{\sum_{a} E_{a} e^{-\beta E_{a}}}{\sum_{a} e^{-\beta E_{a}}}\right)^{2}=\left\langle E^{2}\right\rangle-\langle E\rangle^{2} \tag{3.6}
\end{equation*}
$$

i.e. the variance in $E$. Note that both $C$ (and so $\Delta U^{2}$ ) and $U$ scale with the volume of the system. Now, if we consider the variance of the energy:

$$
\begin{equation*}
\sqrt{\frac{\Delta U^{2}}{U^{2}}} \sim \frac{\sqrt{C}}{V} \sim \frac{1}{\sqrt{V}} \tag{3.7}
\end{equation*}
$$

so as we take $V \rightarrow \infty$, the variance in the energy becomes tiny. So the conclusion is that:

$$
\rho_{a}= \begin{cases}\frac{1}{D_{a}} & E_{a}=U  \tag{3.8}\\ 0 & E_{a} \neq U\end{cases}
$$

(where $D_{a}$ is the degeneracy of $E_{a}$ ), is a reasonable distribution for (large) systems.
Note that this can be a useful approach for classical statistical mechanics (for quantum statistical mechanics, the grand canonical ensemble is the best approach). We now have Boltzmann's formula ${ }^{1}$ for the entropy in terms of the degeneracy of states:

$$
\begin{equation*}
S=k_{B} \ln W \tag{3.9}
\end{equation*}
$$

where $W=D_{a}$. In Boltzmann's work, $W$ was known as the number of ways of making the system with energy $U$ (QM, and hence degeneracy, was not conceptualized at the time). This pre-dates Gibbs, and ensembles - it was a fantastic guess by Boltzmann, though it was not believed by the time.

### 3.3 Ideal Gas - Microcanonical Ensemble Lens

What we need to find is $W$, which in a sense is the partition function in this context. It depends on $U$ (and other quantities), and we obtain it by integrating $\delta\left(U-\sum_{a} \frac{\mathbf{p}_{a}^{2}}{2 m}\right)$ over all possible positions and momenta:

$$
\begin{equation*}
W[U]=\int d \mathbf{q}_{1} d \mathbf{p}_{1} \ldots d \mathbf{q}_{N} d \mathbf{p}_{N} \delta\left(U-\sum_{a} \frac{\mathbf{p}_{a}^{2}}{2 m}\right) \tag{3.10}
\end{equation*}
$$

There are a couple problems with this formula, one is namely the dimensionality (we want to plug this into a logarithm, so it must be dimensionless). Part of this is the same story as before; we add a phase space volume (fudge factor) of $\frac{1}{(2 \pi \hbar)^{3 N}}$ to cancel out the dimensions from the integral:

$$
\begin{equation*}
W[U]=\int \frac{d \mathbf{q}_{1} d \mathbf{p}_{1} \ldots d \mathbf{q}_{N} d \mathbf{p}_{N}}{(2 \pi \hbar)^{3 N}} \delta\left(U-\sum_{a} \frac{\mathbf{p}_{a}^{2}}{2 m}\right) \tag{3.11}
\end{equation*}
$$

Further, we need to cancel out the inverse energy that comes from the dirac delta function, so we add a $\delta U$ factor:

$$
\begin{equation*}
W[U]=\int \frac{d \mathbf{q}_{1} d \mathbf{p}_{1} \ldots d \mathbf{q}_{N} d \mathbf{p}_{N}}{(2 \pi \hbar)^{3 N}} \delta U \delta\left(U-\sum_{a} \frac{\mathbf{p}_{a}^{2}}{2 m}\right) \tag{3.12}
\end{equation*}
$$

visually, one can imagine adding a sort of "thickness" of a shell of energy in phase space to the integral. This should go away whenever we start to do thermodynamics, though. Furthermore, we are overcounting states here again; so let us add a factor of $\frac{1}{N!}$ to compensate:

$$
\begin{equation*}
W[U]=\frac{1}{N!} \int \frac{d \mathbf{q}_{1} d \mathbf{p}_{1} \ldots d \mathbf{q}_{N} d \mathbf{p}_{N}}{(2 \pi \hbar)^{3 N}} \delta U \delta\left(U-\sum_{a} \frac{\mathbf{p}_{a}^{2}}{2 m}\right) \tag{3.13}
\end{equation*}
$$

The $\frac{1}{N!} \frac{1}{(2 \pi \hbar)^{3 N}}$ part of this is quantum, the rest is classical. Now, let's evaluate this. The position integrals are trivial; nothing in the integrand depends on volume, so we just get a factor of $V^{N}$. For the momentum

[^0]integrals, we do a rescaling of the dirac delta function and then evaluate it, and also include the unit sphere factor in 3 N -dimensional Euclidean space:
\[

$$
\begin{equation*}
W[U]=\frac{1}{N!} V^{N} \frac{1}{(2 \pi \hbar)^{3 N}} \frac{\delta U}{U}(2 m U)^{\frac{3 N}{2}} \frac{2 \pi^{3 N / 2}}{\Gamma\left(\frac{3 N}{2}\right)} \tag{3.14}
\end{equation*}
$$

\]

Now, recall Stirling's formula $\ln N!=N \ln N-N$. The Gamma function is basically the factorial function, so $\ln \Gamma(x+1)=x \ln x-x+\ldots($ up to terms of order $O(\ln x)$ ). With this, we can clean up our expression for $W$ :

$$
\begin{equation*}
W[U, V, N]=\left(\frac{e V}{N}\left(\frac{2 e}{3} \frac{m U / N}{2 \pi \hbar^{2}}\right)^{3 / 2}\right)^{N} \frac{\delta U}{U} \tag{3.15}
\end{equation*}
$$

To get the entropy, a la Boltzmann we take the logarithm of this and then multiply by the Boltzmann constant:

$$
\begin{equation*}
S[U, V, N]=k_{B} N \ln \left(\frac{V}{N}\left(\frac{\frac{2}{3} m U / N}{2 \pi \hbar^{2}}\right)^{3 / 2}\right)+\frac{5}{2} k_{B} N \tag{3.16}
\end{equation*}
$$

for $N$ large, $\ln \frac{\delta U}{U}$ is of order $\ln N($ not order $N$ ) so we can neglect it. This is now our thermodynamic entropy, and from it we can derive the thermodynamic quantities that we are interested in. For example the (inverse) temperature is given by:

$$
\begin{equation*}
\frac{1}{T}=\left.\frac{\partial S}{\partial U}\right|_{V, N} \tag{3.17}
\end{equation*}
$$

from which we can derive:

$$
\begin{equation*}
\frac{1}{T}=\frac{3}{2} N k_{B} \frac{1}{U} \tag{3.18}
\end{equation*}
$$

and so:

$$
\begin{equation*}
U=\frac{3}{2} N k_{B} T \tag{3.19}
\end{equation*}
$$

which is precisely the equipartition of energy formula for an ideal gas. We can proceed similarly with the pressure, and find the ideal gas law:

$$
\begin{equation*}
P V=N k_{B} T \tag{3.20}
\end{equation*}
$$

and all the other nice formulas we derived before. So, this appears to be an equally as valid approach.
So, we've now covered three approaches; if we were to study ideal gases forever, we'd be pretty happy with this results. Particularly at higher temperatures/higher energy, this classical treatment works very well. Note that (after the last 30 minutes of lecture here) we will just use the canonical ensemble to look at Ising systems, and work in the classical regime where we set $\hbar=0$ (though we will see that quantum field theories emerge in this setting... stay tuned). But for fun, let us quantize this theory, here.

### 3.4 Quantum Ideal Gas

Why is Maxwell-Boltzmann statistics not quite right? It is because in QM, states are described by the wavefunction $\psi\left(\mathbf{q}_{1}, \ldots \mathbf{q}_{n}, t\right)$, but probabilities are described by $|\psi|^{2}$. A discussion of identical particles tells us that if we permute the position/particle labels, we get a state with the same energy. Nature tells us that there are only $t w o^{2}$ types of statistics possible; the wavefunction is totally symmetric in its labels for bosons and anti-symmetric for fermions. But Maxwell-Boltzmann statistics tells us that the probability is symmetric in the labels, which is not quite right (not really describing either bosons or fermions correctly).

Let us now count a system of (bosonic or fermionic) particles assuming we have a set of single-particle states that the particles can occupy. For bosons an arbitrary number of particles can fill a given state, for fermions this is forbidden (Pauli exclusion principle). Let's say a particle has energy $\epsilon_{i}$. We now count

[^1]like physicists; count how many states we have for a few particles, and extrapolate. We take the grand canonical point of view where the system is open and can have any number of particles. We assign to each energy a Boltzmann weight. This sounds complicated, but it will turn out to be pretty easy.

In the case where we have no particles (the vaccum) we have only one possible state, so $\mathcal{Z}_{B}$ and $\mathcal{Z}_{F}$ both start with a 1 :

$$
\begin{equation*}
\mathcal{Z}_{B}=1+\ldots, \quad \mathcal{Z}_{F}=1+\ldots \tag{3.21}
\end{equation*}
$$

if we now have a one particle system, we obtain the single particle term $\sum_{i} e^{-\beta \mu} e^{-\beta \epsilon_{i}}$ (with the sum taking care of all possible energies that the particle could have). For a single particle, the bosons and fermion partition functions look the same:

$$
\begin{equation*}
\mathcal{Z}_{B}=1+\sum_{i} e^{\beta \mu} e^{-\beta \varepsilon_{i}}+\ldots, \quad \mathcal{Z}_{F}=1+\sum_{i} e^{\beta \mu} e^{-\beta \epsilon_{i}}+\ldots \tag{3.22}
\end{equation*}
$$

Now for two particles, the two partition functions start to look different. For fermions, we have $e^{2 \beta \mu} \sum_{i<j} e^{-\beta\left(\epsilon_{i}+\epsilon_{j}\right)}$ (noting that the two particles cannot occupy the same energy):

$$
\begin{equation*}
\mathcal{Z}_{F}=1+\sum_{i} e^{\beta \mu} e^{-\beta \epsilon_{i}}+e^{\beta \mu 2} \sum_{i<j} e^{-\beta\left(\epsilon_{i}+\epsilon_{j}\right)}+\ldots \tag{3.23}
\end{equation*}
$$

for bosons, the two particles can be in the same state, so:

$$
\begin{equation*}
\mathcal{Z}_{B}=1+\sum_{i} e^{\beta \mu} e^{-\beta \epsilon_{i}}+e^{2 \beta \mu}\left(\sum_{i<j} e^{-\beta\left(\epsilon_{i}+\epsilon_{j}\right)}+\sum_{i} e^{-2 \beta \epsilon_{i}}\right)+\ldots \tag{3.24}
\end{equation*}
$$

If we continue in this fashion, we obtain:

$$
\begin{align*}
\mathcal{Z}_{F} & =\prod_{i}\left(1+e^{\beta \mu} e^{-\beta \varepsilon_{i}}\right)  \tag{3.25}\\
\mathcal{Z}_{B} & =\prod_{i} \frac{1}{1-e^{\beta \mu} e^{-\beta \epsilon_{i}}} \tag{3.26}
\end{align*}
$$

Recalling the grand canonical free energy formula:

$$
\begin{equation*}
\Phi[T, \mu]=-k_{B} T \ln \mathcal{Z} \tag{3.27}
\end{equation*}
$$

we find for bosons:

$$
\begin{equation*}
\Phi_{B}[T, \mu]=k_{B} T \sum_{i} \ln \left(1-e^{\beta \mu} e^{\beta \epsilon_{i}}\right) \tag{3.28}
\end{equation*}
$$

and for fermions:

$$
\begin{equation*}
\Phi_{F}[T, \mu]=k_{B} T \sum_{i} \ln \left(1+e^{\beta \mu} e^{-\beta \varepsilon_{i}}\right) \tag{3.29}
\end{equation*}
$$

having obtained these, we can go ahead and do thermodynamics.
For free fermions/bosons, we have $\epsilon=\frac{\mathbf{p}^{2}}{2 m}=\frac{\hbar^{2} \mathbf{k}^{2}}{2 m}$. We can then replace the sums in the continuum approximation $\sum_{i}=V \int \frac{d^{3} k}{(2 \pi)^{3}}$ and although these will not be solvable analytically we can obtain an approximate result by expanding. It is of interest to note that we can compare the results we get out of doing this with the previous derivation with Maxwell-Boltzmann statistics, and we find that for either 1 particle or in the high temperature limit things will agree. You will get to explore some of these limits in the first assignment.

## 4 Introduction to the Ising Model

We have now done a quick (and likely wholly inadequate) review of basic statistical mechanics. From here, we will begin to study phase transitions. We will study on a simple type of phase transition (with some side comments about others) - this is because there is a lot to be learned just by considering this simple example of magnetic/Ising systems. Most of the action here happened in the 1980s (so we aren't learning anything extremely new here) but this is just how physics classes go (but we will discuss the conformal bootstrap at the end of the course, which is something invented this century).

The Ising model was initially studied and solved in one dimension, where there are no phase transitions; it was then initially erroneously concluded that there are no phase transitions in any dimension. Later on it was solved exactly in two dimensions, where it was shown that there was a second order phase transition. This then became the standard model system to consider in the study of phase transitions. Through our study of this system, there is a huge amount of theoretical physics that are seeded by it (e.g. QFT). Even more than that, the language of these fields has largely inspired by the Ising model.

### 4.1 The Hamiltonian

We will use the canonical ensemble to study the Ising model. This is a physical model, so there is a Hamiltonian $H$ which describes the energy of a configuration, and a density:

$$
\begin{equation*}
\rho=\frac{e^{-H / k_{B} T}}{Z} \tag{4.1}
\end{equation*}
$$

with $Z$ the partition function:

$$
\begin{equation*}
Z=\sum_{\text {states }} e^{-H / k_{B} T} \tag{4.2}
\end{equation*}
$$

We have the thermodynamic quantity of the Helmholtz free energy:

$$
\begin{equation*}
F=-k_{B} T \ln Z . \tag{4.3}
\end{equation*}
$$

These are the very general statistical mechanical ingredients. Let's talk about the model itself. It is a model of a magnetic system in one dimension, composed of a number of spins arranged on a lattice. If the spins like to align with each other, then we have a ferromagnetic material, if the spins like to anti-align per-site then we have a antiferromagnet.

How do we describe these spins? We can describe a spin at point $x$ by:

$$
\sigma_{x}=\left\{\begin{array}{l}
+1  \tag{4.4}\\
-1
\end{array}\right.
$$

i.e. a spin at position $x$ which either points up or down. $x$ lives on a lattice; a 2-D lattice is sketched as an example below:

Typically we work in the thermodynamic limit where the lattice is very large (in this limit the boundary conditions should not be important to understand the physics, but this is something we can check). Writing down the Hamiltonian, we have:

$$
\begin{equation*}
H_{\text {interaction }}=-J \sum_{x, \mu} \sigma_{x} \sigma_{x+\mu} \tag{4.5}
\end{equation*}
$$

Where $\mu$ runs over the vectors that point to the nearest neighbours of $x$ (so $x+\mu$ runs over the nearest neighbours of $x$ ). We will not concern ourselves too much with the lattice constant (we can just set it to one). Note that $\sigma_{x} \sigma_{x+\mu}$ is minimized if the two spins align, (as then $\sigma_{x} \sigma_{x+\mu}$ is positive and hence the negative sign out front gives the term a negative contribution). We can change the nearest neighbours assumption to include next nearest neighbours, infinite range etc. (and we can also change the behaviour


Figure 4.1: 2D Ising model on a square lattice. The spins sit on the nodes/crossings of the lattice, with interaction between neighbouring spins ( $\mu= \pm \hat{e}_{1}, \pm \hat{e}_{2}$ ).
of the interactions) but realistic interactions are short range so for now nearest neighbours is good to consider.

This is almost the Ising model; we can also add a coupling term to an external magnetic field:

$$
\begin{equation*}
H_{B}=-B \sum_{x} \sigma_{x} \tag{4.6}
\end{equation*}
$$

where the spins will want to align with $B$ so as to lower the energy. So the Ising Hamiltonian is:

$$
\begin{equation*}
H=H_{\text {interaction }}+H_{B}=-J \sum_{x, \mu} \sigma_{x} \sigma_{x+\mu}-B \sum_{x} \sigma_{x} \tag{4.7}
\end{equation*}
$$

This simple two-parameter $(J, B)$ model is already quite interesting. From it we will learn about universality - phase transitions tend to be the same for a large number of microsystems, e.g. the critical behavior for the Ising model and for liquid gas phase transition is the same. So this is why we can get away with studying something so simple.

### 4.2 Analyzing the Ising Model - Phase Diagram Boundaries

What we would like to compute is the partition function:

$$
\begin{equation*}
\mathrm{Z}=\sum_{\text {spins }} e^{-H / k_{B} T} \tag{4.8}
\end{equation*}
$$

and we would then like to calculate the free energy $F$, which is a function of the temperature $T$, the field $B$, and the number $N$ :

$$
\begin{equation*}
F[T, B, N]=-k_{B} T \ln Z \tag{4.9}
\end{equation*}
$$

if we can find $F$, we can get all sorts of physical quantities, e.g. magnetization, susceptibility etc. For example we have the magnetization (average sum over all spins):

$$
\begin{equation*}
M=-\left.\frac{\partial F}{\partial B}\right|_{N, T}=\frac{\sum_{\text {spins }}\left(\sum_{x} \sigma_{x}\right) e^{-H / k_{B} T}}{Z} \tag{4.10}
\end{equation*}
$$

As mentioned previously, we will assume that $N \rightarrow \infty$ (thermodynamic limit). What is left in our free energy is $T$ and $B$. So, we can draw a phase diagram:


Figure 4.2: Phase Diagram Boundaries for the Ising Model, plotting temperature $T$ and magnetization $M$. As $B= \pm \infty$, the spins want to align all upwards $(M=N)$ /downwards $(M=-N)$ respectively. As $T \rightarrow \infty$, all configurations are equally likely and so $M=0$. At $T=0$, all spins aligning minimizes the energy and so for $B<0$ we have $M=-N$ and for $B>0$ we have $M=N$. At $T=0, B=0$ there is a first order phase transition.

Note that as $T \rightarrow \infty$, we would first notice that our lab had burned down, but before that we would also notice that our material is no longer a ferromagnetic; it is a paramagnet with $M=0$. We can see this from our expression for $M$ in Eq. (4.10), where if $T \rightarrow \infty$ then $e^{-H / k_{B} T}=1$ and so the up and down spins have equal weight, so the net summation comes out to zero.

At $B= \pm \infty$, we have $M \neq 0$. Specifically, if $M=\infty$ then all the spins want to align upwards so $M=N$ and if $M=-\infty$ then the spins want to align downwards so $M=-N$. As the temperature goes to zero, we are interested in the lowest energy state of the Hamiltonian. As all the spins are aligned, this minimizes the energy so actually we find $M=-N$ for all $B<0, T=0$ and $M=N$ for all $B>0, T=0$. What happens then at $B=0$ ? We have a phase transitions between the two domains. We have a first order phase transition there where the magnetization completely flips.

What does the order of the phase transition mean? It refers to the number of the derivatives we can take of the free energy before the derivative does not exist. Here (at $T=0$ ), $M=\operatorname{sign}(B) N$, and the derivative of this does not exist at $B=0$; so the first derivative of $F$ exists but the second one does not, so it is a first order phase transition. This comes from the Landau classification of phase transitions. This is not the full story; we have discovered many topological phases in recent times, and it could be argued that the classification of phases is not yet complete. If we integrate, at $T=0$ we find $F=J|B|$; this is continuous but not differentiable so the phase transition is first order.


Figure 4.3: Plot of $F$ at $T=0$ as a function of $B$. The free energy is continuous but not differentiable, and hence there is a first-order phase transition at $B=0$. The slope of the free energy is $-J / J$.

### 4.3 Analyzing the Ising Model - $B=0$ and Spontaneous Symmetry Breaking

The line of $B=0$ is interest. This is because the Hamiltonian has more symmetry in this case; namely the symmetry of flipping every $\sigma_{x} \leftrightarrow-\sigma_{x}$, or a $\mathbb{Z}_{2}$ symmetry (which can be represented, e.g. as $\{1,-1\}$ with multiplication). The magnetic field breaks this symmetry.

Note that if we are at some point in the right half of the phase diagram and we do a $\mathbb{Z}_{2}$ transformation, we map to the point on the other (left) side of the phase diagram (so on the $B=0$ axis, we do not move at all!) Note however we cannot use symmetry to conclude that $M=0$ at $B, T=0$; as the magnetic moment here is dependent on the prior history of the system (how was this critical point reached). So we have some strange behaviour here; at this point, the Hamiltonian has $\mathbb{Z}_{2}$ symmetry but the actual state of the system does not inherit this symmetry; the system chooses one of the totally magnetized states depending on the prior history. This is known as spontaneous symmetry breaking.

Now we can ask; if we go up the $B=0$ axis (by turning on the temperature) from the $B, T=0$ point, what happens? Does the symmetry remain broken? In the 1-D Ising model, there is a phase transition where the symmetry is unbroken; the magnetization goes back to $M=0$. We will show that this comes about through solving the model. In higher dimensions, we cannot exclude the possibility that $M \neq 0$ persists for a while even as we turn up $T$; for example it might be possible that $M$ decays up to some point after hitting zero. We then have a discontinuity in the phase diagram partially along the $T=0$ axis. We have a line of first order phase transitions, and it ends at some point in a second order phase transition. Unlike the boundaries of the diagrams, we have not really justified this statement; we will have to return to its proof later.


Figure 4.4: For dimensions larger than $1, M \neq 0$ persists at $B=0$ even as the temperature is tuned up. This results in a "first order phase transition line" partway up the $B=0$ axis, culminating in a second order phase transition point.

It is difficult to study the phase transitions in generality, so we will (later) focus our attention to the point around the second order phase transition. Specifically, things are complicated by the magnetic field, so we will study a neighbourhood of the second order phase transition that lies on the $B=0$ axis.

We will be able to study the 1-D model in full generality, but this is not very interesting as the "phase transition line" we see above will get shrunk to a point. The 2-D model has been solved but only at $B=0$.

### 4.4 Solving the 1-D model

One of the slightly unsatisfying things about the study of this system is that the models in different dimensions have different ad-hoc ways of solving them analytically. When we start to look at approximations, we will see a unifying formalism (e.g. renormalization group).

We consider the 1-D Ising model, which is just a chain of classical spins.
The Hamiltonian takes the form:

$$
\begin{equation*}
H=-H \sum_{n=1}^{N-1} \sigma_{n} \sigma_{n+1}-B \sum_{n} \sigma_{n} \tag{4.11}
\end{equation*}
$$



Figure 4.5: Cartoon of 1D Ising model (pictured with $N=9$ spins). The spin at site $n$ is denoted $\sigma_{n}$.

The route to the solution here is just a brute-force calculation of the partition function:

$$
\begin{equation*}
Z=\sum_{\sigma_{1}= \pm 1, \ldots, \sigma_{n}= \pm 1} e^{\frac{I}{k_{B}^{T}} \sum_{n} \sigma_{n} \sigma_{n+1}-\frac{B}{k_{B}^{T}} \sum_{n} \sigma_{n}} \tag{4.12}
\end{equation*}
$$

we rewrite this as an extended multiplication:

$$
\begin{equation*}
\mathrm{Z}=\sum_{\sigma_{1}= \pm 1 \sigma_{2}= \pm 1} \cdots \sum_{\sigma_{n}= \pm 1} e^{-\frac{B}{2 k_{B} T^{T}} \sigma_{1}}\left[e^{\frac{I}{k_{B} T} \sigma_{1} \sigma_{2}-\frac{B}{2 k_{B} T}\left(\sigma_{1}+\sigma_{2}\right)}\right]\left[e^{\left.\frac{I}{k_{B} \sigma_{2} \sigma_{3}-\frac{B}{2 k_{B} T}\left(\sigma_{2}+\sigma_{3}\right)}\right] \ldots\left[e^{\frac{I}{\left.k_{B} \sigma_{N-1} \sigma_{N}-\frac{B}{2 k_{B} T} T \sigma_{N-1}+\sigma_{N}\right)}}\right] e^{-\frac{\beta}{2 k_{B} T^{T}} \sigma_{N}}}\right. \tag{4.13}
\end{equation*}
$$

Why would we do this? Because we can take the objects inside the square brackets and call it a $2 \times 2$ matrix $T_{a b}$ (with elements that depend on whether the spins are up or down):

$$
\begin{equation*}
T_{a b}=e^{\frac{I}{k_{B} T} \sigma_{a} \sigma_{b}-\frac{B}{2 k_{B}{ }^{T}}\left(\sigma_{a}+\sigma_{b}\right)} \tag{4.14}
\end{equation*}
$$

where $T_{11}$ has $\sigma_{a}=\sigma_{b}=1, T_{22}$ has $\sigma_{a}=\sigma_{b}=-1$ and so on. Explicitly:

$$
T_{a b}=\left(\begin{array}{cc}
e^{\frac{I-B}{k_{B} T}} & e^{-\frac{I}{k_{B} T}}  \tag{4.15}\\
e^{-\frac{I}{k_{B} T}} & e^{\frac{l+B}{k_{B} T}}
\end{array}\right)
$$

We can then write the partition function as:

$$
\begin{equation*}
Z=\sum_{\sigma_{1}= \pm 1} \sum \sigma_{N}= \pm 1 e^{-\frac{B}{2 k_{B^{T}} \sigma_{1}}}\left(T^{N-1}\right)_{\sigma_{1} \sigma_{N}} e^{-\frac{B}{2 k_{B} T} \sigma_{N}} \tag{4.16}
\end{equation*}
$$

what does this buy us? Because $T_{a b}$ is real and symmetric, it can be diagonalized by a similarity transform. So, $T$ can be written as:

$$
T=R \Lambda R^{T}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{4.17}\\
\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{cc}
t_{+} & 0 \\
0 & t_{-}
\end{array}\right)\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

with $R$ rotation matrices. The partition function then becomes:

$$
Z=\sum_{\sigma_{1}= \pm 1, \sigma_{N}= \pm 1} e^{-\frac{B}{2 k_{B} \sigma_{1}}} R\left(\begin{array}{cc}
t_{+}^{N-1} & 0  \tag{4.18}\\
0 & t_{-}^{N-1}
\end{array}\right) R^{T} e^{-\frac{B}{2 k_{B} \sigma_{N}}}
$$

where we have used that $R R^{T}=R^{T} R=\mathbb{I}$ and so all but the first and last rotation matrices cancel.
Now, what happens here? Since $N$ we take to be large, one of the eigenvalues will grow much more and will dominate. If we are interested in taking a logarithm of $Z$ and choosing the part that grows like $N$, we can just look at the larger eigenvalue. We don't really have to calculate the details if we just figure out what the larger of the two eigenvalues of the transfer matrix is; we can just consider:

$$
\begin{equation*}
F=-k_{B} T N \ln t_{+} . \tag{4.19}
\end{equation*}
$$

But we are out of time, so we leave this to next class...

## 5 The 1-D Ising Model, Continued

Recall we were studying the 1D Ising Hamiltonian:

$$
\begin{equation*}
H=-\sum_{n=1}^{N-1} J \sigma_{n} \sigma_{n+1}-B \sum_{n=1}^{N} \sigma_{n} . \tag{5.1}
\end{equation*}
$$

This is one of the few exactly solvable cases with a nonzero external $B$ field. All of the other famous solvable Ising models have the $B$-fields turned off. Note that solving the 1-D case is really easy (left as an exercise) if $B=0$. With $B \neq 0$, we use a transfer matrix technique that we finish today.

Last class we also studied the phase diagram of the Ising model; we considered the boundaries of the phase diagram, though the central areas were left undetermined. In 1D the center of this phase diagram is not very interesting at all (and no interesting phase transition is really observed) but it is still valuable to consider to get used to the model and to explore the analytical techniques to solve it.

### 5.1 Large-field case

Note that in the case where $B \gg J$, the partition function is very simple as we can neglect the exchange $/ J$ term in the energy:

$$
\begin{equation*}
\mathrm{Z}=\sum_{\sigma_{n}} \prod_{n} e^{\frac{B}{k_{B} T} \sigma_{n}}=\left(2 \cosh \frac{B}{k_{B} T}\right)^{N} \tag{5.2}
\end{equation*}
$$

so:

$$
\begin{equation*}
F=-k_{B} T \ln Z=-k_{B} T N \ln \left(2 \cosh \frac{B}{k_{B} T}\right) \tag{5.3}
\end{equation*}
$$

with magnetization per spin:

$$
\begin{equation*}
m=\frac{M}{N}=\frac{-\left.\frac{\partial F}{\partial B}\right|_{N, T}}{N}=\tanh \left(\frac{B}{k_{B} T}\right) \tag{5.4}
\end{equation*}
$$

which is $\pm 1$ (i.e. full magnetization upwards/downwards) as $B \rightarrow \pm \infty$.

### 5.2 The Transfer Matrix and Solving 1-D Ising Model

We recall we found the transfer matrix:

$$
T_{a b}=\left(\begin{array}{cc}
e^{\frac{I+B}{k_{B} T}} & e^{-\frac{I}{k_{B} T}}  \tag{5.5}\\
e^{-\frac{I}{k_{B} T}} & e^{\frac{I+B}{k_{B} T}}
\end{array}\right)
$$

and with this we were able to express the partition function for the (general) 1-D Ising model partition function as:

$$
Z=\left(\begin{array}{ll}
e^{\frac{B}{2 k_{B} T}} & e^{-\frac{B}{2 k_{B} T}} \tag{5.6}
\end{array}\right) T^{N-1}\binom{e^{\frac{B}{2 k_{B} T}}}{e^{-\frac{B}{2 k_{B} T}}}
$$

we used open boundary conditions here; but it would also be possible to fix the orientations of spins at the edges of the chain, or to use periodic boundary conditions where we identify the first and last spin of the chain. In the limit of large $N$, the boundary conditions are not relevant and the boundary conditions do not matter.

So how do we go about analyzing this partition function? Well, $T_{a b}$ is a real symmetric matrix. A real symmetric matrix can be diagonalized via a similarity transformation:

$$
T=R \Lambda R^{T}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{5.7}\\
\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{cc}
t_{+} & 0 \\
0 & t_{-}
\end{array}\right)\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

Then, since $R R^{T}=\mathbb{I}$ it follows that:

$$
T^{N-1}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{5.8}\\
\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{cc}
t_{+}^{N-1} & 0 \\
0 & t_{-}^{N-1}
\end{array}\right)\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

Now we study this when $N$ is large; then the partition function is dominated by the larger eigenvalue $t_{+}$; we can keep terms of $O(N)$ and throw away terms of $O(1)$. We thus come to the conclusion:

$$
\begin{equation*}
F=-k_{B} T N \ln t_{+} \tag{5.9}
\end{equation*}
$$

Now if we wanted to find this free energy explicitly and confirm this assertion that the larger eigenvalue dominates, we could also explicitly solve this system. For this, the periodic boundary conditions may be easiest, as we can just take the trace of $T^{N-1}$ (and we don't get any boundary terms).

Solving for the eigenvalues of $T$, we find:

$$
\begin{equation*}
t_{ \pm}=e^{\frac{J}{k_{B} T}} \cosh \frac{B}{k_{B} T} \pm \sqrt{e^{\frac{2 J}{k_{B} T}} \sinh ^{2} \frac{B}{k_{B} T}+e^{-\frac{-2 I}{k_{B} T}}} \tag{5.10}
\end{equation*}
$$

which we note are both real and positive. The free energy is then:

$$
\begin{equation*}
F=-k_{B} T \ln t_{+}^{N}=-N J-k_{B} T N \ln \left[\cosh \frac{B}{k_{B} T}+\sqrt{\sinh ^{2} \frac{B}{k_{B} T}+e^{-\frac{4 J}{k_{B} T}}}\right] \tag{5.11}
\end{equation*}
$$

here $-N J$ is very much like a "zero point energy". If we look at the limits of this expression, this matches up with the boundaries of the phase diagram that we analyzed previously! (we can find the magnetization $M=\left.\frac{\partial F}{\partial B}\right|_{N, T}$ and then see that it reproduces our predictions in the $T \rightarrow 0 / \infty$ and $B \rightarrow \pm \infty$ limits). We also note that $F$ is completely non-singular in the inside of the phase diagram, and with the exception at $F=0, B=0$ it is also completely non-singular on the boundaries of the phase diagram.

At that point, we cannot use symmetry to conclude that the magnetization is $M=0$; instead it is history dependent. It is highly ambiguous, and the symmetry is spontaneously broken there.

### 5.3 Correlation Functions

So, we've solved for the thermodynamics of the system! But another line of interest in studying spin systems are correlation functions.

To start, consider $\left\langle\sigma_{x}\right\rangle$ (one-point correlation function). If we have periodic BCs, then this is site independent and furthermore just gives the magnetization per spin and so:

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle=m \tag{5.12}
\end{equation*}
$$

but if there are other BCs, then we need to take into account corrections:

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle=m+\text { boundary corrections } \tag{5.13}
\end{equation*}
$$

we can explicitly evaluate $\left\langle\sigma_{x}\right\rangle$ are using the transfer matrix formalism. E.g. for the case of open boundary conditions:

Now in principle we could evaluate this. We skip this as this is not particularly illuminating. With periodic BCs, we get rid of the boundary terms and just take the trace:

$$
m=\frac{\operatorname{Tr}\left[T^{x-1}\left(\begin{array}{cc}
1 & 0  \tag{5.15}\\
0 & -1
\end{array}\right) T^{N-x}\right]}{\operatorname{Tr} T^{N-1}}=\frac{\operatorname{Tr}\left[T^{N-1}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\right]}{\operatorname{Tr} T^{N-1}}=\frac{c_{+} t_{+}^{N-1}-c_{-} t_{-}^{N-1}}{c_{+} t_{+}^{N-1}+c_{-} t_{-}^{N-1}}
$$

where we have used the cyclicity of the $\operatorname{Trace} ; \operatorname{Tr}(A B C)=\operatorname{Tr}(C A B)=\operatorname{Tr}(B C A)$.
There are then higher-point correlation functions. We consider the two-point correlation function (which already give us some interesting information):

$$
\begin{equation*}
\left\langle\sigma_{x} \sigma_{y}\right\rangle \tag{5.16}
\end{equation*}
$$

but actually the connected correlation function will be a little more interesting to study:

$$
\begin{equation*}
\left\langle\sigma_{x} \sigma_{y}\right\rangle-\left\langle\sigma_{x}\right\rangle\left\langle\sigma_{y}\right\rangle \tag{5.17}
\end{equation*}
$$

this in principle again we can evaluate for any boundary condition, but again let's just look at the simplest case of the periodic BCs. Then:

$$
\left\langle\sigma_{x} \sigma_{y}\right\rangle=\frac{\operatorname{Tr}\left[T^{x-1}\left(\begin{array}{cc}
1 & 0  \tag{5.18}\\
0 & -1
\end{array}\right) T^{y-x}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) T^{N-y}\right]}{\operatorname{Tr} T^{N-1}}
$$

and $\left\langle\sigma_{x}\right\rangle$ is independent of $x /$ the site, so $\left\langle\sigma_{x}\right\rangle\left\langle\sigma_{y}\right\rangle=\left\langle\sigma_{x}\right\rangle^{2}$ and so:

$$
\left\langle\sigma_{x} \sigma_{y}\right\rangle-\left\langle\sigma_{x}\right\rangle\left\langle\sigma_{y}\right\rangle=\frac{\operatorname{Tr}\left[T^{x-1}\left(\begin{array}{cc}
1 & 0  \tag{5.19}\\
0 & -1
\end{array}\right) T^{y-x}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) T^{N-y}\right]}{\operatorname{Tr} T^{N-1}}-\left(\frac{\operatorname{Tr}\left[T^{x-1}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) T^{N-x}\right]}{\operatorname{Tr} T^{N-1}}\right)^{2}
$$

Now we can plug in the diagonal form of $T$ and evaluate all of this; at the end of the day ${ }^{3}$ we end up with:

$$
\begin{equation*}
\left\langle\sigma_{x} \sigma_{y}\right\rangle-\left\langle\sigma_{x}\right\rangle\left\langle\sigma_{y}\right\rangle=\frac{t_{+}^{y-x} t_{-}^{N-1-(y-x)}+t_{-}^{y-x} t_{+}^{N-1-(y-x)}}{t_{+}^{N-1}+t_{-}^{N-1}} \tag{5.20}
\end{equation*}
$$

Now we notice a symmetry; the connected correlation function only depends on the distance from $y$ to $x$, but not the actual sites themselves! Now, if we assume that the sites $y, x$ are sufficiently close, i.e. we work in the limit:

$$
\begin{equation*}
N \gg(y-x) \geq 1 \tag{5.21}
\end{equation*}
$$

the above simplifies to:

$$
\begin{equation*}
\left\langle\sigma_{x} \sigma_{y}\right\rangle-\left\langle\sigma_{x}\right\rangle\left\langle\sigma_{y}\right\rangle \approx\left(\frac{t_{-}}{t_{+}}\right)^{y-x}=e^{-|x-y| / \xi} \tag{5.22}
\end{equation*}
$$

where $\xi$ is the correlation length. To get this correlation length, we can take a logarithm of both sides:

$$
\begin{equation*}
\xi=\frac{1}{\ln \left(t_{+} / t_{-}\right)} \tag{5.23}
\end{equation*}
$$

which we can then find explicitly by plugging in the form of the eigenvalues.
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### 5.4 The 1-D Ising Model is Disordered at Finite Temperature

Landau gives the following argument for why the Ising model is always disordered in one dimension, that is to say, why is $m=0$ in $1-\mathrm{D}$ on the $B=0$ line for all $T>0$.


Figure 5.1: Cartoon of the setup for Landau's argument for disorder in the 1D Ising model. We consider flips in the bonds between spins (domain walls) in the chain of spins.

The Hamiltonian is minimized if all spins are aligned. The next lowest energy state is one where there is a single flipped spin. Compared to the lowest energy state, this has energy penalty $-2 J$ and so has a boltzmann factor $e^{-2 J / k_{B} T}$ that suppresses the probability of this happening. So up to an overall factor $e^{J N / k_{B} T}$ which takes into account the zero point energy, the first twoo terms in the partition function (the low- $T$ expansion) is:

$$
\begin{equation*}
\mathrm{Z} \sim 1+N e^{-2 J / k_{B} T} \tag{5.24}
\end{equation*}
$$

with the $N$ appearing as these are the possible bonds (domain walls) between spins that could be flipped. Then we add the next term for 2 flips, which yields:

$$
\begin{equation*}
Z \sim 1+N e^{-2 J / k_{B} T}+\binom{N}{2} e^{-4 J / k_{B} T} \tag{5.25}
\end{equation*}
$$

and in general the term with $n$ flipped bonds has coefficient $\binom{N}{n}$ and so:

$$
\begin{equation*}
Z \sim 1+N e^{-2 J / k_{B} T}+\binom{N}{2} e^{-4 J / k_{B} T}+\ldots+\binom{N}{n} e^{-2 n J / k_{B} T}+\ldots \tag{5.26}
\end{equation*}
$$

now, if we look at the most likely distribution, we see that the $n=N / 2$ unmagnetized state is favoured. The entropy grows faster than the number of bonds, vs. the energy grows proportionally than the number of bonds; so the entropy wins out and we see that the unmagnetized state is favoured.

Why does this argument fail in higher dimensions? Because the domain walls scale differently in 2D. The entropy grows as the number of closed paths (rather than as the number of points on the line) which means that the above argument does not apply in the same way (and we do get a phase transition in higher dimensions)!

Lots of cool stuff that Ising models can be tied to... e.g. Majorana fermions in 2D, random surface theories, fermionic string theories in 3D...

### 5.5 Teaser - Infinite Range Ising Model

We look at another analytically solvable Ising model. Here, we remove the restriction that the spins only interact with their nearest neighbours. Specifically, we consider the case where every spin interacts with every other spin with the same interaction strength. While this is not at all a physically realistic system (because interactions are not infinite range in real life, of course) but we will see that the phase diagram of this model is more interesting, with phase transitions occuring at finite $T$ across $B=0$.

Our Hamiltonian is:

$$
\begin{equation*}
H=-\frac{J}{N} \sum_{n, n^{\prime}} \sigma_{n} \sigma_{n^{\prime}}-B \sum_{n} \sigma_{n} \tag{5.27}
\end{equation*}
$$

where the sum $\sum_{n, n^{\prime}}$ runs over all pairs of spins in the lattice. We are able to evaluate this by summing over one spin at a time (with each spin giving an equal contribution to the overall partition function),
because all spins look the same here:

$$
\begin{equation*}
\mathrm{Z}=\sum_{\sigma_{n}} e^{\frac{I}{k_{B} T} \sum_{n, n^{\prime}} \sigma_{n} \sigma_{n^{\prime}}+\frac{B}{k_{B}^{T}} \sum_{n} \sigma_{n}} \tag{5.28}
\end{equation*}
$$

This looks awful, but we can consider an analogy with a Gaussian integral. Consider:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d m e^{-\left(m-\frac{1}{N} \sum_{x} \sigma_{x}\right)^{2} \frac{I N}{k_{B} T}} \tag{5.29}
\end{equation*}
$$

We can solve this by translating the integral to get rid of $\sum_{x} \sigma_{x}$ which is a constant w.r.t. the variable of integration. The integral then evaluates to:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d m e^{-\left(m-\frac{1}{N} \sum_{x} \sigma_{x}\right)^{2} \frac{I N}{k_{B} T}}=\sqrt{\frac{k_{B} T}{N J} \pi} \tag{5.30}
\end{equation*}
$$

So then:

$$
\begin{equation*}
1=\sqrt{\frac{N J}{\pi k_{B} T}} \int_{-\infty}^{\infty} d m e^{-\left(m-\frac{1}{N} \sum_{x} \sigma_{x}\right)^{2} \frac{I N}{k_{B} T}} \tag{5.31}
\end{equation*}
$$

Now let us put this factor of 1 into the partition function. We will then see that terms cancel, and we get an integral that we can solve - if $N$ is large - using a saddle point integration technique. From this we can obtain the free energy and learn the thermodynamic properties of the system.

## 6 The Infinite Range Ising Model

### 6.1 Motivation - Mean Field Theory

The Hamiltonian of the infinite range Ising model is:

$$
\begin{equation*}
H=-\frac{J}{N} \sum_{x, y} \sigma_{x} \sigma_{y}-B \sum_{x} \sigma_{x} \tag{6.1}
\end{equation*}
$$

The sum is taken over all pairs of spin, so every spin interacts with the same interaction strength as every other spin. This is obviously unrealistic physically, but it is of interest to study as the solution gives us insight into mean field theory, which is a approximation technique that can tell us a lot about second-order phase transitions.

Why is this? We can move the sum $\frac{1}{N} \sum_{y}$ inside of the $\sum_{x}$ summation, and then this looks like the spin $\sigma_{x}$ interacts with the mean/average spin $\frac{1}{N} \sum_{y} \sigma_{y}$ (this is analytically true for this model). Note that mean field theory is wrong in general (it is an approximation technique) but it is a widely used tool (e.g. in condensed matter theory).

### 6.2 Gaussian Integral

Recall from our teaser last time the identity:

$$
\begin{equation*}
1=\left(\frac{N J}{\pi k_{B} T}\right)^{1 / 2} \int_{-\infty}^{\infty} d \varphi e^{-\frac{N I}{k_{B} T} \varphi^{2}} \tag{6.2}
\end{equation*}
$$

How is this integral evaluated? This is a classic integral; let's go through it together. Let's consider the general (1-D) Gaussian integral:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-a x^{2}} \tag{6.3}
\end{equation*}
$$

The trick is to write the above as a square root of its square:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-a x^{2}}=\sqrt{\left(\int_{-\infty}^{\infty} d x e^{-a x^{2}}\right)^{2}}=\sqrt{\left(\int_{-\infty}^{\infty} d x e^{-a x^{2}}\right)\left(\int_{-\infty}^{\infty} d y e^{-a y^{2}}\right)} \tag{6.4}
\end{equation*}
$$

Now this looks like a 2-dimensional integral; one we can solve by going into polar coordinates!

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-a x^{2}}=\sqrt{\int_{-\infty}^{\infty} d x d y e^{-a\left(x^{2}+y^{2}\right)}}=\sqrt{\int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} r d r e^{-a r^{2}}} \tag{6.5}
\end{equation*}
$$

Now making the substitution $u=a r^{2}, d u=2 a r d r$, the integral is easily solved:

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x e^{-a x^{2}}=\sqrt{2 \pi \frac{1}{2} \frac{1}{a}}=\sqrt{\frac{\pi}{a}} \tag{6.6}
\end{equation*}
$$

which is the familiar result.

### 6.3 Solving the Infinite Range Ising Model

Now, let us take this result, and consider that we can shift the variable of integration $\varphi \rightarrow \varphi+\sum_{x} \sigma_{x}$ (plus a constant - does not change the result of the integral as the range of integration is $-\infty$ to $\infty$ ):

$$
\begin{equation*}
1=\left(\frac{N J}{\pi k_{B} T}\right)^{1 / 2} \int_{-\infty}^{\infty} d \varphi e^{-\frac{N J}{k_{B} T}\left(\varphi-\frac{1}{N} \sum_{x} \sigma_{x}\right)^{2}} \tag{6.7}
\end{equation*}
$$

Now, recall back to the partition function for the model we wish to compute:

$$
\begin{equation*}
Z[T, B, N]=\sum_{\text {spins }} e^{\frac{J}{N k_{B} T}} \sum x, y \sigma_{x} \sigma_{y}+\frac{B}{k_{B} T} \sum_{x} \sigma_{x} \tag{6.8}
\end{equation*}
$$

Now let us insert a factor of 1 as in Eq. (6.7); this will yield some useful cancellations:

$$
\begin{equation*}
Z[T, B, N]=\left(\frac{N J}{\pi k_{B} T}\right)^{1 / 2} \int_{-\infty}^{\infty} d \varphi e^{-\frac{N I}{k_{B} T} \varphi^{2}} \sum_{\text {spins }} e^{\frac{B+2 I \varphi}{k_{B} T} \sum_{x} \sigma_{x}} \tag{6.9}
\end{equation*}
$$

Now, the sum over spins can be carried out explicitly as we can just independently sum over and take the product:

$$
\begin{equation*}
\sum_{\text {spins }} e^{\frac{B+2 I \varphi}{k_{B} T} \sum_{x} \sigma_{x}}=\left(e^{\frac{B+2 I \varphi}{k_{B} T}}+e^{-\frac{B+2 I \varphi}{k_{B} T}}\right)^{N} \tag{6.10}
\end{equation*}
$$

Recognizing the identity $e^{x}+e^{-x}=2 \cosh (x)$, our partition function becomes:

$$
\begin{equation*}
Z[T, B, N]=\left(\frac{N J}{\pi k_{B} T}\right)^{1 / 2} \int_{-\infty}^{\infty} d \varphi e^{-N\left[\frac{I}{k_{B} T} \varphi^{2}-\ln \left(2 \cosh \left(\frac{B+2 / \varphi}{k_{B} T}\right)\right)\right]} \tag{6.11}
\end{equation*}
$$

So we are left with an integral that is hard. What do we do? Remember that we are doing stat mech/thermo here, so $N \rightarrow \infty$. In this case, we can evaluate this integral by the saddle point technique. We replace the integral with where the integrand is maximized ${ }^{4}$ :

$$
\begin{equation*}
Z[T, B, N] \approx e^{-N \inf _{\varphi}\left[\frac{J}{k_{B} T^{T}} \varphi^{2}-\ln \left(\cosh \left(\frac{B+2 / \varphi}{k_{B} T}\right)\right)\right]+N \ln 2} \tag{6.12}
\end{equation*}
$$

where inf (infimum) denotes the greatest lower bound. So then the Helmholtz free energy is:

$$
\begin{equation*}
F[T, B, N]=k_{B} T N \inf _{\varphi}\left(\frac{J \varphi^{2}}{k_{B} T}-\ln \cosh \frac{B+2 J \varphi}{k_{B} T}\right)-k_{B} T N \ln 2 \tag{6.13}
\end{equation*}
$$

So, we should try to find this infimum/minimum; of course this is a calculus problem, which we can solve by taking the derivative and setting the expression to zero:

$$
\begin{equation*}
\frac{2 J}{k_{B} T} \varphi-\frac{2 J}{k_{B} T} \tanh \frac{B+2 J \varphi}{k_{B} T}=0 \tag{6.14}
\end{equation*}
$$

We then look for solutions to the expression:

$$
\begin{equation*}
\varphi=\tanh \frac{B+2 J \varphi}{k_{B} T} \tag{6.15}
\end{equation*}
$$

which when graphically plotted, appears as in Fig. 6.1.
It should be clear from the graph and the behavior of tanh at $\pm \infty$ (going to $\pm 1$ ) that we are guaranteed to have at least one solution to this expression (note that for a smaller range of $B \mathrm{~s}$, it is also possible to have three solutions). If we only have one solution, it is easy to determine which is the minimum. If we have three, we have to decide between the three; but the minimum will still be the furthest to the right (except in the case when $B=0$, in which case the leftmost and rightmost solutions are degenerate).

[^3]

Figure 6.1: Plot of the LHS (red) and RHS (blue - solid line with $\frac{B}{k_{B} T}=\frac{2 J}{k_{B} T}=1$ ) of Eq. (6.15) as a function of $\varphi$. There always exists one solution to the transcendental equation, and depending on $B$, there may exist 3 solutions (blue - dashed line with $\frac{B}{k_{B} T}=-\frac{1}{4}, \frac{2 J}{k_{B} T}=2$ ).

Note that if we take the second derivative and plug in our solution at the minimum, we get the curvature at the minimum:

$$
\begin{equation*}
\frac{2 J}{k_{B} T}-\left(\frac{2 J}{k_{B} T}\right)^{2}+\left(\frac{2 J}{k_{B} T}\right)^{2} \tanh ^{2} \frac{B+2 J \varphi}{k_{B} T} \tag{6.16}
\end{equation*}
$$

So, if the temperature is large enough, that is, $\frac{2 I}{k_{B} T}-\left(\frac{2 I}{k_{B} T}\right)^{2}$ is always positive, since the $\tanh ^{2}$ term is always positive the second derivative of the function is always positive. So, the function is convex, and there exists one unique minimum. Specifically, this occurs when

$$
\begin{equation*}
T>\frac{2 J}{k_{B}}=T_{c} . \tag{6.17}
\end{equation*}
$$

Conversely, when $T<T_{c}$ the first term can fluctuate between being positive and negative and we get two minima (Mexican hat).



Figure 6.2: Plot of $\frac{I \varphi^{2}}{k_{B} T}-\ln \cosh \frac{B+2 J \varphi}{k_{B} T}$ in the cases where $T>T_{c}$ (left - with $B=0$ and $\frac{J}{k_{B} T}=\frac{1}{5}$ ) and $T<T_{c}$ (right - with $B=0$ and $\frac{J}{k_{B} T}=1$ ). I made a desmos graph here where you can play with $J, B$ and see how this changes the function.

This tells us that something "happens" at $T=T_{c}$ (specifically, a phase transition)! Note if we set $B=0$, then the Hamiltonian has higher symmetry $\mathbb{Z}_{2}$; the Hamiltonian is unchanged under spin flips. So in this
case the magnetization goes to zero (which we will see shortly can be identified with $\varphi$ ). And we can also show mathematically that if $B=0$ then the magnetization goes to zero. But if $B \neq 0$ we can have $T<T_{c}$, in which case $\varphi=0$ is actually a local maximum. So if $T<T_{c}$ we see ferromagnetism; spontaneous magnetization occurs due to the turning on of a magnetic field and a decrease in temperature.

Sketching the phase diagram for the infinite range Ising model, we have a significant difference to the standard $D=1$ Ising model; the first phase transition persists at finite temperature at $B=0$ (where we have the crossover of magnetization, as we go from one minimum of finite magnetization to the other (with opposite sign)). At $T=T_{c}$, the two minima solutions merge; they don't dissapear (really), but they go off into the complex plane where we don't have to worry about them anymore, and the $B=0$ maxima becomes the minimum. We will see in a few moments that this is a second order phase transition!


Figure 6.3: Sketch of the phase diagram of the infinite range Ising model. The first order phase transition at $B=0$ persists at finite temperature, and at the critical temperature $T=T_{\mathcal{c}}$ we have a second order phase transition.

For a second order phase transition, the free energy is smoother at the transition point; the first derivative exists.

### 6.4 Analysis Near the Critical Temperature

Can we be a little more analytic here? It's not so simple as we have these awful functions we are trying to minimize. If $\frac{B}{k_{B} T}$ is "small" and $T \sim T_{c}$ then $\varphi$ is also small. Then, we are able to approximate these formulas by Taylor expanding in $\varphi$ and $B$. An approximate form of the free energy reads:

$$
\begin{equation*}
F[T, B, N]=N k_{B} T \inf _{\varphi}\left[\frac{J \varphi^{2}}{k_{B} T}-\frac{1}{2}\left(\frac{2 J \varphi}{k_{B} T}\right)^{2}+\frac{1}{12}\left(\frac{2 J \varphi+B}{k_{B} T}\right)^{4}+\ldots\right]-k_{B} T N \ln 2 \tag{6.18}
\end{equation*}
$$

where we have used $\ln \cosh x=\frac{x^{2}}{2}+\frac{x^{4}}{12}+O\left(x^{6}\right)$. Let's analyze this expression when $B=0$ :

$$
\begin{equation*}
F[T, B=0, N]=-N \inf _{\varphi}\left[J\left(1-\frac{T_{c}}{T}\right) \varphi^{2}+\frac{1}{12}\left(\frac{T_{c}}{T}\right)^{4} \varphi^{4}+\ldots\right] \tag{6.19}
\end{equation*}
$$

where we have absorbed $\frac{1}{k_{B} T}$ into the expression inside of the infinum and used that $T_{c}=\frac{2 J}{k_{B}}$. When $T>T_{c}$, the solution is easily read off as $\varphi=0$. When $T<T_{c}$, things are a bit trickier; taking a derivative by $\varphi^{2}$ and setting things to zero we get:

$$
\begin{equation*}
\frac{J}{k_{B} T}\left(1-\frac{T_{C}}{T}\right)+\frac{1}{6}\left(\frac{T_{C}}{T}\right)^{4} \varphi^{2}=0 \tag{6.20}
\end{equation*}
$$

so then:

$$
\begin{equation*}
\varphi= \pm \sqrt{K\left(-1+\frac{T_{c}}{T}\right)} \tag{6.21}
\end{equation*}
$$

where $K$ is some number. The free energy is then:

$$
F= \begin{cases}C & T>T_{c}  \tag{6.22}\\ C+K\left(\frac{T_{c}}{T}-1\right)^{2} & T<T_{c}\end{cases}
$$

What we are really interested in here is how many derivatives we can take here before things go awry. It is clearly 2; when we take the first derivative, things are still continuous at $T_{c}$ where $F^{\prime}=0$. Taking two derivatives, we find that this is no longer continuous where at $T_{c}$ there is a jump from $F^{\prime \prime}=0$ to $F^{\prime \prime}$ some positive nonzero constant.

### 6.5 Magnetization and Critical Exponents

Now, let's try to interpret $\varphi$ physically. It turns out to be the magnetization. One can argue this from the initial expression, or by calculating the magnetization explicitly:

$$
\begin{equation*}
M=-\left.\frac{\partial F}{\partial B}\right|_{T, N}=N \tanh \frac{2 J \varphi+B}{k_{B} T}=N \varphi \tag{6.23}
\end{equation*}
$$

where we have used Eq. (6.15) in the last equality. From this we conclude:

$$
\begin{equation*}
m=\frac{M}{N}=\varphi \tag{6.24}
\end{equation*}
$$

So all of our analysis of $\varphi$ was indeed an analysis of a physical quantity.
Another thing we can do is to set $T_{\mathcal{c}}$ and approach the phase transition by varying $B$. We note that:

$$
\begin{gather*}
m\left(T=T_{c}\right) \sim B^{1 / 3}  \tag{6.25}\\
m(B=0) \sim\left(T_{c}-T\right)^{1 / 2} \quad T<T_{c}  \tag{6.26}\\
F \sim\left(T_{c}-T\right)^{2} \quad T<T_{c} \tag{6.27}
\end{gather*}
$$

what we are interested in is the scaling behavior of $T$; these are known as critical exponents. Specifically here we are finding the critical exponents of mean field theory. This is quite profound; if a transition is described by mean field theory, they have the same critical exponents. Phase transitions with the same critical exponents have the same universality class. This was realized by Landau, who formalized the Landau theory of phase transitions. There is not much missing here from the Landau theory; the only thing which was missing is the correlation length of the system (which makes no sense for the infinite range Ising model, anyway). Note that (for systems where it is meaningful to discuss correlation lengths) the correlation lengths diverge at the phase transition, and the way these diverge are of interest indeed.

Note that it was unclear as to whether Landau theory was correct or wrong for a while; however when the 2D Ising model was solved, it was found to not have the same critical exponents as the Landau prediction (note that this does not mean that Landau theory is incorrect, only that 2D Ising lies in a different universality class. Note that for $D>4$, Ising models are in fact well described by Landau theory/mean field theory).

Let us consider some parameters/quantities that are of interest to study when we consider phase transitions. We call $m$ the order parameter in the Landau framework; the expectation value of the magnetization (per spin) tells us about the symmetry of the system (and, here, the fact that the $\mathbb{Z}_{2}$ symmetry is spontaneously broken at $B=0$ ). We also have the (normalized) distance $\tau$ from the critical temperature:

$$
\begin{equation*}
\tau=\frac{T-T_{\mathcal{C}}}{T_{\mathcal{C}}} \tag{6.28}
\end{equation*}
$$

We have the magnetic field $B$. We have the susceptibility $\chi$ which is:

$$
\begin{equation*}
\chi \sim \frac{\partial m}{\partial B} \tag{6.29}
\end{equation*}
$$

i.e. if we vary the field, how does the magnetization change. At the critical point, this tends to diverge. We also have the correlation length $\xi$ which is given by:

$$
\begin{equation*}
\left\langle\sigma_{x} \sigma_{y}\right\rangle \sim e^{-\frac{1}{\xi}|x-y|} \tag{6.30}
\end{equation*}
$$

where | $\left\langle\sigma_{x} \sigma_{y}\right\rangle$ | is a correlation function. If we drop down from the infinite range model to the standard |
| :---: | :---: | Ising model, another parameter to consider is the dimension of the model $D$. We also have the specific heat $C$ :

$$
\begin{equation*}
C \sim \frac{T}{N} \frac{\partial^{2} F}{\partial T^{2}} \tag{6.31}
\end{equation*}
$$

We also have critical exponents (a whole family of them...). For above the phase transition $\tau>0$, we have:

$$
\begin{align*}
C & \sim \tau^{-\alpha}  \tag{6.32}\\
\tau & \sim \tau^{-\gamma}  \tag{6.33}\\
\xi & \sim \tau^{-v} \tag{6.34}
\end{align*}
$$

below the phase transition $\tau<0$ we have the same idea, but we put a prime on things to distinguish:

$$
\begin{align*}
& C \sim \tau^{-\alpha^{\prime}}  \tag{6.35}\\
& \tau \sim \tau^{-\gamma^{\prime}}  \tag{6.36}\\
& \xi \sim \tau^{-v^{\prime}} \tag{6.37}
\end{align*}
$$

We also have that the order parameter scaling as:

$$
\begin{equation*}
m \sim \tau^{\beta} \tag{6.38}
\end{equation*}
$$

for $\tau=0, B=0$, we have:

$$
\begin{gather*}
B \sim m^{\delta}  \tag{6.39}\\
\left\langle\sigma_{x} \sigma_{y}\right\rangle \sim \frac{1}{|x-y|^{-d+2-\eta}} \tag{6.40}
\end{gather*}
$$

What we have found through our analysis is a bunch of these critical exponents. Mean field theory makes the following predictions:

$$
\begin{gather*}
\alpha=\alpha^{\prime}=0  \tag{6.41}\\
\beta=\frac{1}{2}  \tag{6.42}\\
\gamma=v^{\prime}=1  \tag{6.43}\\
\delta=3 \tag{6.44}
\end{gather*}
$$

We don't learn things about the correlation lengths from this model as the interactions are infinite range; but this can be fixed up via Landau-Ginsberg theory, which tells us:

$$
\begin{equation*}
\eta=0 \tag{6.45}
\end{equation*}
$$

$$
\begin{equation*}
v=\frac{1}{2} \tag{6.46}
\end{equation*}
$$

Experimental values for comparison can be compared with the table posted on the course webpage. These are not that easy to measure because they involve the scaling of something at a critical point. But some can be measured; for example $\alpha$ for the $\lambda$-transition (Bose condensation transition) in liquid Helium- 4 is experimentally determined to be:

$$
\begin{equation*}
\alpha=-0.0127 \pm 0.0003 \tag{6.47}
\end{equation*}
$$

so it is known to be nonzero. So mean field theory does not quite describe this transition, though it comes close. In the theory, $\alpha=0$ as $F \sim T^{2}$ and hence specific heat is a constant.

## 7 Landau Theory

### 7.1 Introduction and Motivation

Last time, we discussed the infinite-range Ising model. It is a nice model that we can write down and solve analytically. We ended last lecture by calculating the critical exponents of the model. This model does have some shortcomings; of course it is completely physically unrealistic, and it also does not let us calculate correlation functions (and there are some critical exponents that come from these). A lot of the discussion of it was poached from Pairisi's book on statistical field theory; there he has a hand-wavey argument about how to get correlation functions from the model (which Gordon does not understand - so we do something else)!

We note that if we are interested in the behaviour near the singular points (i.e. characterizing the critical exponents) then a lot of the fine-grained details of the model does not matter. We introduced Landau theory, which predicts the same (mean-field) critical exponents as the infinite range Ising model, but also can do more - e.g. providing us with the correlation function for spins. The main attribute which we discussed and which we will continue to discuss is the correlation length, which describes the (exponential) degree to which correlations die off with distance ${ }^{5}$ The correlation length has a power law behaviour, and the exponent on the $\frac{1}{|x-y|}$ also is a critical exponent.

### 7.2 The Landau Potential and Free Energy

To discuss correlation functions, we require some position-dependent behavior. A motivation for how to do this - iron has some microscopic (fine-grained) crystal structure, but macroscopically the iron looks like a continuum and we cannot see the lattice. In this limit, we see the magnetization smoothly varying like a continuous field. So, let us write down the Landau potential:

$$
\begin{equation*}
\Gamma[\varphi]=\int d x\left[\tau \frac{\varphi^{2}(x)}{2}+\lambda \frac{\varphi^{4}(x)}{4!}-B(x) \varphi(x)+\frac{1}{2} \nabla \varphi \cdot \nabla \varphi\right] \tag{7.1}
\end{equation*}
$$

where $\tau \sim\left(\frac{T}{T_{c}}-1\right), \lambda$ is some (positive) coupling constant, and $B$ is the magnetic field strength. The first three terms already looks like a Hamiltonian, but we want something to "smooth it out" as with just those three each point is independent of one another and there is nothing stopping some very large fluctuations in $\varphi$. So the last term penalizes this, by ensuring that large fluctuations are unfavourable. Note that Landau theory is also able to acommodate different kinds of spins, e.g. not just $\pm 1$ at each site but pointing in some arbitrary direction (but for now let us just stick with the simplest case).

Now, the idea is to get the free energy as:

$$
\begin{equation*}
F=\inf _{\varphi} \Gamma[\varphi] \tag{7.2}
\end{equation*}
$$

and this gets us into the realm of variational calculus/functional calculus. This is because $\Gamma$ is a functional - it is a function of the field $\varphi$ which itself is a function of position. We wish to minimize $\Gamma$ over all $\varphi$ s, which requires some functional calculus in general; but here this is not necessary.

If $B \leq 0$ and $\tau>0$, then all the terms are positive and so the easy minimum is taking $\varphi=0$.
If $B=0$ and $\tau<0$, then now things are not so trivial. In this case we write the potential as:

$$
\begin{equation*}
\Gamma=\int d x\left[\frac{1}{2} \nabla \varphi \cdot \nabla \varphi+\frac{\lambda}{4!}\left(\varphi^{2}+\frac{\tau 4!}{4 \lambda}\right)^{2}-\frac{\lambda}{4}\left(\frac{\tau 4!}{4 \lambda}\right)^{2}\right] \tag{7.3}
\end{equation*}
$$

[^4]Here, the potential is minimized if the first two terms vanish (the last term is just a constant). The first term is minimized if $\varphi$ is a constant, and the second (positive) term is then minimized by taking it to zero:

$$
\begin{equation*}
\varphi= \pm \sqrt{\frac{4!}{4 \lambda}(-\tau)} \tag{7.4}
\end{equation*}
$$

and here we already recover the square root scaling of the magnetization (i.e. the critical exponent of $\frac{1}{2}$ ) that we discussed last class.

Now, let us plug the minimizing $\varphi$ back into $\Gamma$ and solve for the free energy $F$ :

$$
F= \begin{cases}0 & B \leq 0, \tau>0  \tag{7.5}\\ V \frac{\lambda}{4}\left(\frac{4!}{4 \lambda}\right)^{2} \tau^{2} & B=0, \tau<0\end{cases}
$$

### 7.3 Finding Critical Exponents; Specific Heat, Equation for $\varphi$, Susceptibility

Now, the specific heat can be obtained as:

$$
C=-T \frac{\partial^{2} F}{\partial T^{2}} \sim\left\{\begin{array}{ll}
|\tau|^{-\alpha} & \tau>0  \tag{7.6}\\
|\tau|^{-\alpha^{\prime}} & \tau<0
\end{array} \quad \alpha=\alpha^{\prime}=0\right.
$$

where the critical exponents are found to be zero because there is no singularity! Again we recover the mean-field critical exponents from alst time.

The next critical exponents are not quite as simple to calculate, but they also aren't that bad. We consider the equation for $\varphi$; this can be obtained by doing a variational minimization of $\Gamma$ :

$$
\begin{equation*}
\left(-\nabla^{2}+\tau\right) \varphi+\frac{\lambda}{3!} \varphi^{3}-B=0 \tag{7.7}
\end{equation*}
$$

If we assume $\varphi$ is a constant and $\tau=0$ (i.e. $T=T_{c}$ ) then we find:

$$
\begin{equation*}
\varphi \sim B^{1 / 3} \tag{7.8}
\end{equation*}
$$

or equivalently:

$$
\begin{equation*}
B \sim \varphi^{3} \tag{7.9}
\end{equation*}
$$

which is another critical exponent (that we recover last time). Every exponent we derive here will agree with what we found last class, and we can further define more.

Recall the susceptibility, defined as:

$$
\begin{equation*}
\chi=\frac{\partial m}{\partial B} \tag{7.10}
\end{equation*}
$$

Note that while $\varphi$ is more general than $m$, after we have solved everything, we can identify $m=\varphi$. To this end, we should explore how this solution $\varphi$ changes as we vary B. Again assuming that $\varphi$ does not vary in position, we have:

$$
\begin{equation*}
\tau \varphi+\frac{\lambda}{3!} \varphi^{3}-B=0 \tag{7.11}
\end{equation*}
$$

Taking the derivative w.r.t. $B$ we find:

$$
\begin{equation*}
\left(\tau+\frac{\lambda}{2!} \varphi^{2}\right) \frac{\partial \varphi}{\partial B}-1=0 \tag{7.12}
\end{equation*}
$$

We then find that:

$$
\chi \sim \begin{cases}\frac{1}{\tau} & \tau>0  \tag{7.13}\\ -\frac{1}{2 \tau} & \tau<0\end{cases}
$$

this is called the Curie-Weiss Law (and also gives us two more critical exponents). This is not an exact fit to the experimentally measured susceptibility of Iron, but it was close enough that it did take a little while to notice a discreptancy.

### 7.4 Calculating Correlation Functions

To actually calculate a correlation function, we need to re-introduce spatial dependence into our field. We are interested in the eqaution:

$$
\begin{equation*}
\left(-\nabla^{2}+\tau+\frac{\lambda}{2!} \varphi^{2}(x)\right) \chi(x, y)=\delta(\mathbf{x}-\mathbf{y}) \tag{7.14}
\end{equation*}
$$

where:

$$
\begin{equation*}
\chi(x, y)=\langle m(x) m(y)\rangle-\langle m(x)\rangle\langle m(y)\rangle \tag{7.15}
\end{equation*}
$$

is the connected correlation function. Note that our problem has now reduced to finding a Green function. The standard way to approach this is a plane wave ansatz/fourier transform.

Let us study the special case of $\tau=0\left(T=T_{c}\right)$ and $\varphi=0$. In this case, we have the very simple equation:

$$
\begin{equation*}
-\nabla^{2} \chi=\delta(\mathbf{x}-\mathbf{y}) \tag{7.16}
\end{equation*}
$$

if $D=3$, then this is just the famous Coloumb potential and so the solution is:

$$
\begin{equation*}
\chi=\frac{1}{4 \pi|\mathbf{x}-\mathbf{y}|} \tag{7.17}
\end{equation*}
$$

where here the critical exponent is $\eta=0$ (recalling that $\chi \sim \frac{1}{\mid \mathbf{x}-\mathbf{y}^{-D+2-\eta \mid}}$ ).
A question to test your mathematical intuition - what do solutions to this equation look like in other dimensions? By dimensional analysis, we have:

$$
\begin{equation*}
\chi \sim \frac{1}{|\mathbf{x - y}|^{D-2}} \tag{7.18}
\end{equation*}
$$

and so $\eta=0$ in any dimension for this special case, actually! A quick review of the dimensional analysis argument; $[\delta]=[X]^{-d}$ (i.e. inverse of the dimension) and so I want something which taking two spatial derivatives (i.e. subtract two dimensions) yields dimensions of $-D$ and so the dimensions of $\chi$ must be $-D+2$.

Away from the critical point when $\tau \neq 0$, things look bad; but then it is balanced out by $\frac{\lambda}{2!} \varphi^{2}(x) \ldots$ then we have to be a bit more sophisticated, and consider that the Green function decays exponentially, i.e. know that $\chi(x, y) \sim e^{-|x-y| / \eta}$. The coefficient can be obtained via dimensional analysis, again; the argument of a transcendental function must be dimensionless, and so we conslude that:

$$
\begin{equation*}
\eta=\frac{1}{\tau^{1 / 2}} \tag{7.19}
\end{equation*}
$$

The last thing we have not derived is how this exponential decay comes about. We could do this by taking the fourier transform of the equation, then for large $|\mathbf{x}-\mathbf{y}|$ carry out the integral via saddle point technique which gives the exponential decay.

### 7.5 Parameters in Landau Theory

What are parameters/inputs into the Landau theory? Note that since the integral goes over the volume, the number of spins is implicitly included. So we won't bother even including this on our list.
(i) $\tau \sim\left(T-T_{c}\right)$.
(ii) Dimension $D$ - it appears in the integral, and in the derivatives, and if we have to solve the differential equation, this of course would highly depend on the dimensionality of the model.
(iii) Symmetry and number of components of magnetization (here just one - $\varphi$ is a function spits out one real number). Also, the fact that $\Gamma$ has a zero is encoded by the fact that the theory is symmetric under interchange of $\varphi \leftrightarrow-\varphi$ (if one also puts $B \leftrightarrow-B$ ).
(iv) $\lambda>0$ - Required for stability of the model.

This is not very many parameters, but we get a lot of output out of it!
When this is applied to a superconductor, then this becomes Landau-Ginzberg theory (one puts in the electromagnetic field in the natural way).

One more comment about Landau theory - it can be used to describe first order phase transitions, in addition to second order phase transitions. We can add more terms, then we get two (or more) extrema with an energy barrier between them. The first order phase transition (e.g. bubble nucleation) will be when the two extrema have the same energy (the crossover point when they are both the global minima). There is less to study here as there are no associated critical exponents, but it is nevertheless something that the theory is capable of accommodating.

Q - as it is, this looks identical to the massless scalar field theory with $m=\tau$ if $B=0$. Is there a deeper correspondence? The answer will turn out to be yes, as we will learn as the term progresses (there is identical mathematical structure here, but it is worth noting that the theory here is completely classical). Somehow Landau guessed the classical limit of quantum field theory from this modelling.

## 7.6 $O(3)$ (Vector) Model

If we want to analyze something else, e.g. a piece of iron where the magnetization can point in some arbitrary direction in $\mathbb{R}^{3}$, we can modify the theory we wrote above by changing $\varphi$ to be a three-component function $\varphi$ (and $B \rightarrow \mathbf{B}$ to be a three-component field, rather than just a projection along a single axis).

This is called the $O(3)$ model as the spins can point in three directions. Note that we can still place our lattice in an arbitrary dimension. We could also allow our spins to point in more directions $(O(N)$ model). Our field is now a vector:

$$
\boldsymbol{\varphi}=\left(\begin{array}{l}
\varphi_{1}  \tag{7.20}\\
\varphi_{2} \\
\varphi_{3}
\end{array}\right)
$$

Our Landau potential genrealizes in the expected way:

$$
\begin{equation*}
\Gamma=\int d^{3} x\left(\frac{1}{2} \boldsymbol{\nabla}_{i} \varphi_{j} \boldsymbol{\nabla}_{i} \varphi_{j}+\frac{\tau}{2} \varphi^{2}+\frac{\lambda}{4!}\left(\varphi^{2}\right)^{2}-\mathbf{B} \cdot \boldsymbol{\varphi}\right) \tag{7.21}
\end{equation*}
$$

Note that we are allowed to add another term, actually; in three dimensions there is a further rotational symmetry (we can rotate the space and leave the space the same, or now we can rotate the spins and leave the space the same). So, we could add a term of the form $(\boldsymbol{\nabla} \cdot \boldsymbol{\varphi})^{2}$ - but this would have less symmetry (e.g. we could add this term in the case where we have phonons in the lattice, which breaks this two-fold rotational symmetry; we would have to rotate the space and the lattice. This added term corresponds to this broken two-fold rotational symmetry, as the function is no longer invariant under the two types of rotations).

To go to superconductivity, there is a breakdown of phase symmetry of the wavefunction, so we add a complex phase function (and then this becomes Landau-Ginzeberg theory, but we don't discuss this here).

### 7.7 Teaser - Spherical Model

Next class we will discuss how Landau theory is actually wrong. One demonstration of this was the exact solution of the 2D Ising model, which does not agree with the mean field Landau theory predictions.

The spherical model will provide us another route to showing how Landau theory is not correct. It is in some sense a simplified Ising model, and one which we will be able to solve analytically (somewhat).

The Hamiltonian is given by:

$$
\begin{equation*}
H=-J \sum_{x, i} \sigma_{x} \sigma_{x+i}-B \sum_{x} \sigma_{X} \tag{7.22}
\end{equation*}
$$

where the spins sit on a regular lattice in an arbitrary dimension (a line in 1D, a square lattice in 2D, a cubic lattice in 3D, a hypercube in 4D and so on...) $i$ labels the connections between the lattice sites, and there is a coupling of neighbours (e.g. see Fig. 4.1).

This looks like the Ising model (and has the same Hamiltonian) but it is not the Ising model. This is because we will allow $\sigma_{x}$ to be any real number, not just $\pm 1$, rather $\sigma_{x} \in(-\infty, \infty)$. This simplifies things because continuous math is easier than discrete math.

The obvious problem with this is it seems as though we can have an arbitrary amount of magnetization to the system (and hence the model is unstable); we therefore impose the constraint:

$$
\begin{equation*}
\sum_{x} \sigma_{x}^{2}=N \tag{7.23}
\end{equation*}
$$

where $N$ is the number of sites. While it is not obvious, one is able to show that all spins pointing up or downwards is the degenerate energy minima of the system.

Next time, we will be able to "solve" the system (up to some leftover functions) and we will be able to analyze the critical exponents of the model. For dimensions $D \geq 4$ we will find that the critical exponents match exactly those of Landau/mean field theory. For $D<4$ this is not the case.

## 8 The Spherical Ising Model

### 8.1 Review and Introducing the Model

Last time we gave a teaser about the spherical model; note that historically, the exact solution to the 2 D Ising model was actually discovered first (though the spherical model is much easier to solve, which is why we discuss it first)! We work out the phase diagram of what is basically a ferromagnet.


Figure 8.1: Phase diagram of infinite range Ising model and Spherical model.
In 1D, we found spontaneous symmetry breaking at $B=0, T=0$. In the infinite range model, we found that this behaviour persists at finite temperature (with a first-order phase transition line) and culminating in a second-order phase transition point at $B=0, T=T_{c}$. We studied the behaviour of the phase diagram in the vicinity of $T_{c}$. We observed the phenomena of universality, which in a practical sense told us that all that matters to determine the critical phenomena were the first few terms of the Taylor expansion of the free energy, and any model that produced the same coefficients have the same critical exponents - those of mean field theory. Presumably, if we found something else that was not mean field theory, it would still not depend on very much. Gordon isn't aware of a rigorous way of showing that a certain system is in a particular universality class, but even with this missing, it is thrown around in research seminars as if we understand this fully; so it is good to understand the terminology.

The spherical model is another model, and it will have the same phase diagram as the infinite range Ising model; the new thing will be that some of the critical exponents are not mean field, which will tell us that mean field theory is not everything! Landau conjectured that mean field theory was everything, but by example we can show him to be wrong.

In the Ising model, the spins were discrete $\sigma_{x}= \pm 1$. In the spherical model, we lift this restriction and allow $\sigma_{x} \in \mathbb{R}$. However there is a problem; looking at the exchange term in the Hamiltonian:

$$
\begin{equation*}
H=-J \sum_{x, i} \sigma_{x} \sigma_{x+i} \tag{8.1}
\end{equation*}
$$

we see that there is no lower bound on the energy (by taking $\sigma_{x} \rightarrow \infty$ ). In order to ensure that this pathological behaviour does not occur, we introduce the constraint:

$$
\begin{equation*}
\sigma_{x} \sigma_{x}^{2}=N \tag{8.2}
\end{equation*}
$$

which tells us that on average, $\sigma_{x} \sim 1$. This bounds the energy from below. We also have the magnetic term, so the full Hamiltonian is:

$$
\begin{equation*}
H=-J \sum_{x, i} \sigma_{x} \sigma_{x+i}-B \sum_{x} \sigma_{x} \tag{8.3}
\end{equation*}
$$

note that to generate correlation functions, it is sometimes useful to make $B$ site-dependent:

$$
\begin{equation*}
H=-J \sum_{x, i} \sigma_{x} \sigma_{x+i}-\sum_{x} B_{x} \sigma_{x} \tag{8.4}
\end{equation*}
$$

this makes the model unsolvable, but can be useful for some analysis (e.g. allows us to take derivatives, and then we can set $B$ to a constant).

### 8.2 Ground State of the Spherical Model

Is the ground state (formally this is not a quantum mechanical system so we should say lowest-energy state, but it's hard to resist calling it this) of this model ordered? Let us include the constraint into the Hamiltonian:

$$
\begin{equation*}
\tilde{H}=-J \sum_{x, i} \sigma_{x} \sigma_{x+i}-B \sum_{x} \sigma_{x}+\lambda\left(\sum_{x} \sigma_{x}^{2}-N\right) \tag{8.5}
\end{equation*}
$$

The equations for the extrema are:

$$
\begin{gather*}
-J \sum_{i}\left(\sigma_{x+i}+\sigma_{x-i}\right)-B+2 \lambda \sigma_{x}=0  \tag{8.6}\\
\sum_{x} \sigma_{x}^{2}=N \tag{8.7}
\end{gather*}
$$

It can be argued that the ground state should be independent of $x$. To this end, let us rewrite the Hamiltonian as follows:

$$
\begin{equation*}
H=\frac{J}{2} \sum_{x, i}\left(\sigma_{x+i}-\sigma_{x}\right)^{2}-J D \sum_{x} \sigma_{x}^{2}-B \sum_{x} \sigma_{x}+\lambda\left(\sum_{x} \sigma_{x}^{2}-N\right) \tag{8.8}
\end{equation*}
$$

Now, we want to minimize the above. We have a positive function plus something else; so we want to at least get the positive term $\sum_{x, i}\left(\sigma_{x+i}-\sigma_{x}\right)^{2}$ to zero. This will not interfere with minimizing the rest because the rest of the terms only depend on a single site (so we just minimize per site). Then, we observe that to minimize $\sum_{x, i}\left(\sigma_{x+i}-\sigma_{x}\right)^{2}$, the $\sigma_{x}$ s should be site independent. This concludes the argument. Having shown this property, we conclude that $\sigma_{x}^{2}=1$ (i.e. just the average value) and so we find:

$$
\begin{equation*}
\sigma_{x}=\operatorname{sign}(B), \quad \lambda=D J+\frac{|B|}{2}, U[T=0]=-N(2 D J+|B|) \tag{8.9}
\end{equation*}
$$

We see that the derivative of the energy is discontinuous at $B=0$. We also see that the magnetization is completely determined by the sign of $B$ (so we have for $T=0$ that $m=-1$ for $B<0$ and $m=1$ for $B>0$, as we claimed).

### 8.3 Finite Temperature Spherical Model

If we turn on $T$, we want to find the partition function:

$$
\begin{equation*}
Z[T, B, N]=\int_{-\infty}^{\infty} \prod_{x} d \sigma_{x} e^{-\frac{J}{k_{B} T} \sum_{x, i} \sigma_{x} \sigma_{x+i}+\frac{B}{k_{B} T} \sum_{x} \sigma_{x}} \delta\left(\sum_{x} \sigma_{x}^{2}-N\right) \tag{8.10}
\end{equation*}
$$

where we have enforced the constraint by introducing a dirac delta function into the measure ${ }^{6}$. To evaluate this, we could write the Dirac delta function as a Fourier integral:

$$
\begin{equation*}
\delta\left(\sum_{x} \sigma_{x}^{2}-N\right)=\int \frac{d \lambda}{2 \pi} e^{i \lambda\left(\sum_{x} \sigma_{x}^{2}-N\right)} \tag{8.11}
\end{equation*}
$$

then evaluate things via the saddle point technique. Instead of doing this - let us solve a simplified version of the model.

[^5]
### 8.4 Mean Spherical Model

In this simplified version of the model, we replace the constraint $\sum_{x} \sigma_{x}^{2}=N$ with the constraint that:

$$
\begin{equation*}
\left\langle\sum_{x} \sigma_{x}^{2}\right\rangle=N \tag{8.12}
\end{equation*}
$$

i.e. the configurational average of the sum of the square of the spins is $N$. This still fixes the problem of the Hamiltonian not having a lower bound on the energy, but turns out to be easier to solve. How do we implement this constraint? What we will do is the following; add a term to the exponent:

$$
\begin{equation*}
Z[T, B, N]=\int_{-\infty}^{\infty} \prod_{x} d \sigma_{x} e^{\frac{I}{k_{B} T} \sum_{x} \sigma_{x} \sigma_{x+i}+\frac{B}{k_{B} T} \sum_{x} \sigma_{x}-\mu \sum_{x} \sigma_{x}^{2}} \tag{8.13}
\end{equation*}
$$

In the spherical model proper this would just be adding the constant $-\mu N$ to the model and would do nothing. Here it will have a nontrivial effect. The constraint is implemented by:

$$
\begin{equation*}
-\left.\frac{\partial}{\partial \mu} \ln Z\right|_{N, T, B}=N \tag{8.14}
\end{equation*}
$$

So, let us calculate the partition function and enforce the above constraint to solve the mean spherical model.

### 8.5 Interlude - Gaussian Integral

Ok, now to solve this model, we will introduce the Gaussian integral ${ }^{7}$. In the course notes the Gaussian integral result is stated but not shown. Here, let's actually walk through it. Let's rewrite the integral for the partition function as:

$$
\begin{equation*}
Z[T, B, N]=\int_{-\infty}^{\infty} \prod_{x} d \sigma_{x} e^{-\frac{1}{2} \sum_{x, y} \sigma_{x} \Delta(x, y) \sigma_{y}+\frac{B}{k_{B}^{T}} \sum_{x} \sigma_{x}} \tag{8.15}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Delta(x, y)=\frac{J}{k_{B} T} \sum_{i}\left[2 \delta_{x y}-\delta_{x, y+i}-\delta_{x, y-i}\right]+2\left(\mu-\frac{J D}{k_{B} T}\right) \delta_{x y} \tag{8.16}
\end{equation*}
$$

where we have written things in a bit of a special way; note that the first and last terms cancel, and the second/third terms are symmetrizing the exchange term of the Hamiltonian. Before discussing the details, let us discuss how to do the integral in Eq. (8.15). We can think of $\sigma_{x}$ as an $N$-dimensional row vector, $\Delta(x, y)$ as an $N \times N$ matrix, and $\sigma_{y}$ as a column vector (and hence what appears in the exponential is a kind of matrix multiplication followed by taking an inner product). There is an exponential damping here, and one might suspect that when this dampening is supressed we have critical behaviour (and this is indeed the case). We will assume $\Delta(x, y)$ is a real and symmetric matrix (we see that this is indeed the case for Eq. (??)). We then use a theorem from linear algebra that tells us that we can diagonalize such a matrix via an orthogonal transformationL:

$$
\begin{equation*}
\Delta(x, y)=O_{x w} \Delta_{w} \delta_{w z} O_{z y}^{T} \tag{8.17}
\end{equation*}
$$

where orthogonality means:

$$
\begin{equation*}
O O^{T}=\mathbb{I} \tag{8.18}
\end{equation*}
$$

[^6]i.e. the rows are orthogonal to each other and normalized. We also have the completeness sums:
\[

$$
\begin{equation*}
O^{T} O=\mathbb{I} \tag{8.19}
\end{equation*}
$$

\]

The matrix $\Delta_{w} \delta_{w z}$ is diagonal:

$$
\Delta_{w} \delta_{w z}=\left(\begin{array}{cccc}
\Delta_{1} & 0 & \ldots & 0  \tag{8.20}\\
0 & \Delta_{2} & \ldots & \\
\vdots & & \ddots & \\
0 & & & \Delta_{N}
\end{array}\right)
$$

Let us therefore change integration variables:

$$
\begin{equation*}
\sigma_{x} \rightarrow O_{x y} \sigma_{y} \tag{8.21}
\end{equation*}
$$

which has the effect on the integral:

$$
\begin{equation*}
\int \pi_{x} d \sigma_{x} \rightarrow \int \pi_{x} d \sigma_{x}|\operatorname{det} O| \tag{8.22}
\end{equation*}
$$

Note that:

$$
\begin{equation*}
\operatorname{det} O O^{T}=1 \Longrightarrow(\operatorname{det} O)^{2}=1 \Longrightarrow \operatorname{det} O= \pm 1 \Longrightarrow|\operatorname{det} O|=1 \tag{8.23}
\end{equation*}
$$

and so:

$$
\begin{align*}
\int \prod_{x} d \sigma_{x} e^{-\frac{1}{2} \sum_{x y} \sigma_{x} \Delta(x, y) \sigma_{y}} & \\
& =\int \prod_{x} d \sigma_{x} e^{-\frac{1}{2} \sum_{x, y} \sigma_{x} O^{T} \Delta(x, y) O \sigma_{y}} \\
& =\int \prod_{x} d \sigma_{x} e^{-\frac{1}{2} \sum_{x, y} \sigma_{x} O_{x w} \Delta_{w} \delta_{w z} O_{z y}^{T} \sigma_{y}} \\
& =\int \prod_{x} d \sigma_{x} e^{-\frac{1}{2} \sum_{x} \Delta_{x} \sigma_{x}^{2}} \\
& =\prod_{x} \int d \sigma_{x} e^{-\frac{1}{2} \Delta_{x} \sigma_{x}^{2}}  \tag{8.24}\\
& =\prod_{x} \sqrt{\frac{2 \pi}{\Delta_{x}}} \\
& =\sqrt{\frac{1}{\operatorname{det}(\Delta / 2 \pi)}} \\
& =\exp \left(-\frac{1}{2} \operatorname{Tr}\left(\ln \left(\frac{\Delta}{2 \pi}\right)\right)\right)
\end{align*}
$$

where we have used the diagonal form of the matrices appearing in the exponential to write the integral of a product as a product of integrals; the integral then reduces to a product of single-variable integrals which is easy to do. The second-to-last line follows from the fact that the product of the eigenvalues of a matrix is the determinant of the matrix. The last line follows via the observation that the trace of a matrix is the sum of its eigenvalues.

Now, if we add a linear term to the exponential (i.e. the $B$ term), we can first translate the integral via completing the square, and then use the Gaussian integral result. Explicitly:

$$
\begin{equation*}
\int \pi_{x} d \sigma_{x} e^{-\frac{1}{2} \sum_{x y} \sigma_{x} \Delta(x, y) \sigma_{y}+\sum_{x} B_{x} \sigma_{x}}=\sqrt{\frac{1}{\operatorname{det}(\Delta / 2 \pi)}} e^{-\frac{1}{2} \sum_{x, y} B_{x} \Delta^{-1}(x, y) B_{y}} \tag{8.25}
\end{equation*}
$$

Note we assume that the inverse of $\Delta$ exists here; but the inverse exists if $\operatorname{det} \Delta \neq 0$, which if was not the case, things would have gone wrong before as we had the inverse of determinants appearing in denominators. If an eigenvalue is zero, then we get a divergence/non-analyticity. This shouldn't happen in finite systems, but does occur in infinite systems as $N \rightarrow \infty$.

### 8.6 Back to the Mean Spherical Model

We need some way of understanding what the eigenvalues of $\Delta(x, y)$ are for our spherical model (Eq. (8.16)). We also need some idea that the $\Delta$ is positive/all the eigenvalues are positive. It's not hard to find some of them. A constant vector is in fact an eigenvector of this $\Delta$; observe that the first term will vanish when acting on a constant vector, and the second term will just return the same vector with eigenvalue $2\left(\mu-\frac{J D}{k_{B} T}\right)$ :

$$
\begin{equation*}
\Delta(x, y, \mu)=\frac{J}{k_{B} T} \sum_{i}\left[2 \delta_{x y}-\delta_{x, y+i}-\delta_{x, y-i}\right]+2\left(\mu-\frac{J D}{k_{B} T}\right) \delta_{x y} \tag{8.26}
\end{equation*}
$$

So we obtain the constraint:

$$
\begin{equation*}
\mu>\frac{J D}{k_{B} T} \tag{8.27}
\end{equation*}
$$

To get further, we need to assume something about our lattice; let us assume it to be a hypercubic lattice:

$$
\begin{equation*}
x=n_{1} \hat{e}_{1}+n_{2} \hat{e}_{2}+\ldots n_{D} \hat{n}_{D} \tag{8.28}
\end{equation*}
$$

where $n_{1}, n_{2}, \ldots, n_{D} \in \mathbb{Z}$ and we have assumed that the lattice spacing is equal to one (we can artifically do this by changing our systems of units). As the $n_{i}$ s sweep over the integers, we sweep over the lattice points. We need some basis for functions on the lattice - fortunately Fourier analysis gives us the relevant basis here in terms of plane waves:

$$
\begin{equation*}
e^{i p \cdot x} \tag{8.29}
\end{equation*}
$$

where:

$$
\begin{equation*}
p=\left(p_{1}, p_{2}, \ldots, p_{D}\right) \tag{8.30}
\end{equation*}
$$

which is the wavevector. Since $x$ is just a bunch of integers in each direction, the plane wave is periodic in $p$. So, letting $p$ sweep over all wavevectors is redundant. This lets us restrict the $p$ s. It will be useful to take $p_{i} \in[-\pi, \pi]$. So, $p$ is a hypercube in momentum space. This cube is called the "Brillouin zone". We're interested in plane waves as we are interested in Fourier analyzing functions on the lattice. But there is more to this than that; the plane waves are the eigenvectors of $\Delta(x, y)$. We can verify this by acting $\Delta$ on a plane wave. We can check that the below relation holds:

$$
\begin{equation*}
\sum_{y} \Delta(x, y, \mu) e^{i p \cdot y}=\Delta(p, \mu) e^{i p \cdot x} \tag{8.31}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Delta(p, \mu)=\frac{J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+2\left(\mu-\frac{J D}{k_{B} T}\right) \tag{8.32}
\end{equation*}
$$

Now, we can get the determinant of $\Delta$ by taking the product of the above eigenvalues, or by taking the trace of the $\log$ of $\Delta$; i.e. the sum of the logs of the eigenvalues and exponentiating.

Returning back to $Z$, we have the result of the Gaussian integral to be:

$$
\begin{equation*}
Z[T, B, N, \mu]=e^{-\frac{1}{2} \operatorname{Tr} \ln \Delta+\frac{B^{2}}{2\left(k_{B} T\right)^{2}} \sum_{x, y} \Delta^{-1}(x, y, \mu)} \tag{8.33}
\end{equation*}
$$

Taking the trace of the logarithm of $\Delta$, we have:

$$
\begin{equation*}
\operatorname{Tr} \ln \Delta=\int_{-\pi}^{\pi} d p_{1} \int_{-\pi}^{\pi} d p_{2} \ldots \int_{-\pi}^{\pi}\left(\ln \left(\frac{J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+2\left(\mu-\frac{J D}{k_{B} T}\right)\right)\right)-(2 \pi)^{N} \ln (2 \pi) \tag{8.34}
\end{equation*}
$$

Now, what is left to do is to reconstruct $\Delta^{-1}(x, y, \mu)$. Integrating over $\frac{e^{i p(x-y)}}{(2 \pi)^{D}}$ yields a lattice delta function, so let us include the eigenvalues in the denominator and then we get exactly what we want:

$$
\begin{equation*}
\Delta^{-1}(x, y, \mu)=\int \frac{d p_{1}, \ldots, d p_{D}}{(2 \pi)^{D}} \frac{e^{i p(x-y)}}{\Delta(p)} \tag{8.35}
\end{equation*}
$$

Therefore:

$$
\begin{equation*}
\frac{B^{2}}{2\left(k_{B} T\right)^{2}} \sum_{x, y} \Delta^{-1}(x, y, \mu)=N \frac{B^{2}}{2\left(k_{B} T\right)^{2}} \frac{1}{2\left(\mu-\frac{J D}{k_{B} T}\right)} \tag{8.36}
\end{equation*}
$$

Note that the sines vanish when we integrate over $x$ and $y$; we get plane wave/dirac delta with $p=0$ for which the sine part vanishes.

Now, we might recall that the susceptibility is obtained by taking two derivatives of $B$; it will be finite unless the denominator $\frac{1}{2\left(\mu-\frac{J D}{k_{B} T}\right)}$ goes to zero, which tells us the critical exponent.

We will continue Thursday where we will finish solving this model.

## 9 The Spherical Ising Model, Continued

Last time we began to discuss the Spherical Ising model - we treat this in detail as a lot of the techniques and ideas will follow us to the more complex models.

### 9.1 Review

There was a slight error in the formulas last day; so let's review a bit and correct those. We had the partition function, which came out of the Gaussian integral:

$$
\begin{equation*}
Z[T, B, N]=e^{\frac{\beta^{2}}{2\left(k_{B} T\right)^{2}} \sum_{x y} \Delta^{-1}(x, y)-\frac{1}{2} \operatorname{Tr} \ln \left(\frac{\Delta}{2 \pi}\right)} \tag{9.1}
\end{equation*}
$$

Where $\Delta(x, y)$ is a $N \times N$ (huge! but sparse) matrix. We managed to find its eigenvalues and eigenvectors which were just plane waves $e^{i p \cdot x}$; the eigenvalues were:

$$
\begin{equation*}
\Delta(p)=\frac{J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+2\left(\mu-\frac{J D}{k_{B} T}\right) \tag{9.2}
\end{equation*}
$$

so we can write the matrix as:

$$
\begin{equation*}
\Delta(x, y)=\int_{-\pi}^{\pi} \frac{d p_{1}}{(2 \pi)} \cdots \frac{d p_{D}}{(2 \pi)} e^{i p(x-y)} \Delta(p) \tag{9.3}
\end{equation*}
$$

### 9.2 Finding the Free Energy

Now, we're supposed to take the trace of the logarithm of this matrix in the expression above. This is easy to obtain; in diagonal form, we can just take the logarithm of the eigenvalues:

$$
\begin{equation*}
\ln \Delta=\int \frac{d^{D} p}{(2 \pi)^{D}} e^{i p(x-y)} \ln \Delta(p) \tag{9.4}
\end{equation*}
$$

Then:

$$
\begin{equation*}
\operatorname{Tr} \ln \Delta=\sum_{x}\langle x| \ln \Delta(p)|x\rangle=N \int \frac{d^{D} p}{(2 \pi)^{D}} \ln \Delta(p) \tag{9.5}
\end{equation*}
$$

the place where we messed up last time is forgetting the $N$; this is quite important - we added a $\mu \sum_{x} \sigma_{x}^{2}$ to the exponent and to add a constraint (Recall - in the actual spherical model, we added a constraint in the form of $\delta\left(\sum_{x} \sigma_{x}^{2}-N\right)$, and we made a slightly different constraint of $\left\langle\sum_{x} \sigma_{x}^{2}\right\rangle=N$ instead which had the effect of adding $\mu \sum_{x} \sigma_{x}^{2}$ to the exponent). In the large $N$ limit, the two constraints are the same (as in this $N \rightarrow \infty$ limit, the fluctuations go away $\sim \frac{1}{\sqrt{N}}$, so the average exactly reproduces the actual constraint) - that is to say, the mean spherical model approaches the actual spherical model.

Note that $\Delta^{-1}$ is obtained by inverting the eigenvalues in the diagonal form:

$$
\begin{equation*}
\Delta^{-1}(x, y)=\int_{-\pi}^{\pi} \frac{d p_{1}}{(2 \pi)} \cdots \frac{d p_{D}}{(2 \pi)} e^{i p(x-y)} \frac{1}{\Delta(p)} \tag{9.6}
\end{equation*}
$$

Now, we can obtain the free energy from the partition function.

$$
\begin{equation*}
F[T, B, N]=-\frac{N B^{2}}{2 J} \frac{1}{2\left(\mu-\frac{J D}{k_{B} T}\right)}+\frac{N k_{B} T}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \ln \left[\frac{J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}^{2}}{2}+2\left(\mu-\frac{J D}{k_{B} T}\right)\right] \tag{9.7}
\end{equation*}
$$

Note that if $p$ is real and small, then we have $\mathbf{p}^{2}$ in the integral, and this is related to the fact that in this regime we have an additional symmetry.

### 9.3 Constraints and Critical Behaviour

Let us introduce a parameter:

$$
\begin{equation*}
\kappa^{2}=2\left(\mu-\frac{J D}{k_{B} T}\right) \tag{9.8}
\end{equation*}
$$

Also, remember that this is the free energy, and what is left to do is to impose the constraint:

$$
\begin{equation*}
-\frac{\partial}{\partial \mu} \ln Z=N \Longrightarrow 1-\frac{B^{2}}{\left(k_{B} T\right)^{2}} \frac{1}{\kappa^{4}}=\int \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{\frac{I}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+\kappa^{2}} \tag{9.9}
\end{equation*}
$$

where we have assumed the commutativity of the integral and derivative (OK as the integral is over a finite domain - the first Bruilloin zone). Now what is left to do is to find $\mu$ (equivalently $-\kappa$ ). One place to start is to consider the limit of $k_{B} T \gg J$ and $B=0$. Then the equation becomes:

$$
\begin{equation*}
1=\frac{1}{\kappa^{2}} \Longrightarrow \kappa=1 \tag{9.10}
\end{equation*}
$$

Now, we can ask what happens if we leave $B=0$ and lower the temperature. We can answer that by taking the derivative w.r.t. the temperature. We then find:

$$
\begin{equation*}
\frac{\mathrm{d} \kappa^{2}}{\mathrm{~d} T}>0 \tag{9.11}
\end{equation*}
$$

so if we lower the temperature from $T=\infty, \kappa^{2}$ decreases. But nothing very dramatic can happen so long as $\kappa^{2} \neq 0$. Because so long as that is true, the integrals are nonsingular. The drama happens when we let $\kappa^{2} \rightarrow 0$; this we call the critical temperature. By setting $\kappa^{2}=0$ note we obtain a formula for the critical temperature:

$$
\begin{equation*}
\frac{J}{k_{B} T_{c}}=\int \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{\sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}} \tag{9.12}
\end{equation*}
$$

There is a subtlety, however; when $D$ is high enough, the above integral is just a number (that we can solve). But when $D$ is low enough, we actually have a singularity at $\mathbf{p}=0$ ! Specifically; when $D \leq 2$ we have a singularity (and when $D>2$ things converge). So, when we take $D \rightarrow 2^{+}$we find $T_{\mathcal{c}} \rightarrow 0$.

Now if we consider $B=0, T \geq T_{c}$ :

$$
\begin{equation*}
\left(\frac{J}{k_{B} T}\right)^{2}\left(\frac{T}{T_{c}}-1\right)=\kappa^{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{\sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}} \frac{1}{\left[\sum_{j} 4 \sin ^{2} \frac{p_{j}}{2}+\kappa^{2} \frac{k_{B} T}{T}\right]} \tag{9.13}
\end{equation*}
$$

we want to solve for $\kappa^{2}$; this is of course impossible (the above equation is gross)! But we are only interested in $T$ in the vicinity of $T_{c}$. In this regime, the LHS is small and so is the RHS ( $\kappa^{2} \rightarrow 0$ ); we are interested in the nature in which $\kappa^{2}$ goes to zero. This depends on the dimension.

In $D>4$, the above integral has a smooth limit as $\kappa^{2} \rightarrow 0$; specifically $\kappa^{2} \sim\left(T-T_{c}\right)$.
In the intermediate regime of $2<D \leq 4$, we can't smoothly take $\kappa^{2}$ to zero. So we need to be more careful. We study the $p$ integral in two regimes; $\sum_{i} p_{i}^{2} \leq \Lambda^{2}$ and $\Lambda^{2} \leq \sum_{i} p_{i}^{2}$ but inside the Bruilloin zone.

Let's say we are in three dimensions; then the first Bruilloin zone looks like a cube with side length $2 \pi$ and centered at the origin. The cutoff is then a small sphere inside this cube.

So in this internal regime (which is where all the drama happens):

$$
\begin{equation*}
\left(\frac{J}{k_{B} T}\right)\left(T-T_{c}\right)=\int_{\mathbf{p}^{2}<\Lambda^{2}} \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{p^{2}\left(p^{2}+\kappa^{2} \frac{k_{B} T}{J}\right)}+C \kappa^{2} \tag{9.14}
\end{equation*}
$$

Now rescaling the integration variable:

$$
\begin{equation*}
\left(\frac{J}{k_{B} T}\right)^{2}\left(\frac{T}{T_{c}}-1\right)=\left(\frac{\kappa^{2} k_{B} T}{J}\right)^{\frac{D}{2}-2} \kappa^{2} \int_{D^{2}<\frac{\Lambda^{2}}{k^{2}}} \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{p^{2}\left(p^{2}+1\right)}+C^{\prime} \kappa^{2} \tag{9.15}
\end{equation*}
$$

So then for $2<D \leq 4$ we learn that:

$$
\begin{equation*}
\kappa^{2} \sim\left(T-T_{c}\right)^{\frac{2}{D-2}} \tag{9.16}
\end{equation*}
$$

so, there is interesting behaviour here! Different from what happens in $D>4$. This will actually end up giving us information about critical exponents. This is in the regime where we are approaching the phase transition from above (higher temperature).

So, we've solved everything for $\kappa^{2}$ that we need. Now, we can finish the job here by determining how the free energy scales. By taking the second derivative of this and looking at the specific heat, we can then obtain the critical exponent (lots of work - but we are able to obtain it analytically)!

### 9.4 Free Energy and Critical Exponents

We have:

$$
\begin{equation*}
F\left[T>T_{c}, B=0, N\right]=k_{B} T N\left(\frac{J D}{k_{B} T}+\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \ln \left[\frac{2 J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+\kappa^{2}\right]\right) \tag{9.17}
\end{equation*}
$$

Note that where $\kappa^{2}=0$ and $p=0$ we have that the logarithm becomes non-analytic. The regular contributions (outside of the small sphere) is $\sim \kappa^{2}$, and inside the small sphere we can use scaling arguments to find the behaviour. Here we get this another way; we use some integration technology to attempt the integral and extract out the behaviour this way (if you go on to take QFT, these tricks will come up again)! We write the integral as:

$$
\begin{equation*}
F\left[T>T_{c}, B=0, N\right]=-\lim _{s \rightarrow 0} \frac{\mathrm{~d}}{\mathrm{~d} s}\left(\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}}\left[\frac{J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+\kappa^{2}\right]^{-s}\right) \tag{9.18}
\end{equation*}
$$

which is the beginning of Zeta function regularization (championed by Stephen Hawking for analysis of quantum gravity - does a lot of miraculous things, and he invoked it because it preserves symmetry). Now, we use Schwinger's trick (add $1=\frac{\Gamma(s)}{\Gamma(s)}$ ):

$$
\begin{equation*}
F\left[T>T_{c}, B=0, N\right]=-\lim _{s \rightarrow 0} \frac{\mathrm{~d}}{\mathrm{~d} s}\left(\frac{1}{\Gamma(s)} \int_{0}^{\infty} d t t^{s-1} \frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \exp \left(-t \frac{J}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}-t \kappa^{2}\right)\right) \tag{9.19}
\end{equation*}
$$

This might seem counterproductive as we seem to be adding integrals instead of doing them. But there is a point! Since we have the exponential of a sum, we can just do the integral over one of the dimensions of $p$ and then take the $D$-fold product.

$$
\begin{equation*}
\int_{-\pi}^{\pi} \frac{d p}{2 \pi} e^{-t\left(\frac{f}{k_{B} T^{T}} 4 \sin ^{2} \frac{p}{2}\right)}=e^{-2 t \frac{1}{k_{B} T}} I_{0}\left(2 t \frac{J}{k_{B} T}\right) \tag{9.20}
\end{equation*}
$$

where $I_{0}$ is the modified Bessel function. Now, we want to do an expansion in large $t$ :

$$
\begin{equation*}
\int_{-\pi}^{\pi} \frac{d p}{2 \pi} e^{-t\left(\frac{J}{k_{B} T} 4 \sin ^{2} \frac{p}{2}\right)}=\left(\frac{k_{B} T}{J}\right)^{1 / 2} \frac{1}{t^{1 / 2}} e^{2 t \frac{2 J}{k_{B} T}}\left(1+O\left(\frac{1}{t}\right)\right) \tag{9.21}
\end{equation*}
$$

Now if we plug things in, we see that the exponentials cancel, and we get $\frac{1}{t D / 2}$. We then get the $\kappa$ dependence by scaling $t$, and we get $\kappa$ to a power which depends on the dimension. The exponent will be $<2$ (specifically $-\frac{D-2}{2}$ ) when $D<4$ so the critical exponent on the specific heat will be determined. More about this next time!

## 10 The Spherical Ising Model (Concluded), 2-D Ising Model Intro

### 10.1 Critical Points in the Spherical Model

We found the free energy of the (mean) spherical Ising model to be:

$$
\begin{equation*}
F[T, B, N]=k_{B} T N \inf _{\kappa^{2}}\left[-\frac{J D}{k_{B} T}-\kappa^{2}+\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \ln \left(\frac{J}{k_{B} T} \sum_{i} 4 \frac{\sin ^{2} p_{i}}{2}+\kappa^{2}\right)-\frac{B^{2}}{2\left(k_{B} T\right)^{2}} \frac{1}{\kappa^{2}}\right] \tag{10.1}
\end{equation*}
$$

where we had cast finding the free energy into a minimization problem in $\mu\left(\kappa^{2}\right)$. We then set out to study how this behaved. It's relatively simple after we see where the singularities in the free energy come from - we are interested not in the points at which $F$ are smooth but rather where $F$ is singular as this heralds a phase transition. The phase diagram we expect to look like Fig. 8.1.

Consider the case where $\mathbf{B}=\mathbf{0}$. If we try to Taylor expand the above in $\kappa^{2}$ (around 0 ) this creates a problem - at high enough order the integral will diverge in the small $\mathbf{p}$ regime (as the integral goes as $\left.\left(\kappa^{2}\right)^{n} \int d^{D} p \frac{1}{\left(p^{2}\right)^{n}}\right)$. So, the expression is not analytic at $\kappa^{2}=0$. We also learn from this that the singularities come from the small $\mathbf{p} /$ long wavelength modes of the field. This will be a recurring theme and will be a key observation when we begin to discuss the renormalization group. Note that if $\mathbf{B} \neq \mathbf{0}$ then things are terribly singular at $\kappa^{2}=0$ already. The above is actually a pretty complicated function of $\mathbf{B}$, but our analysis is made simpler by having the critical point at $\kappa^{2}=0$.

If we look at the magnetization:

$$
\begin{equation*}
m=-\left.\frac{1}{N} \frac{\partial F}{\partial B}\right|_{T, N} \tag{10.2}
\end{equation*}
$$

there are two places where $\mathbf{B}$ appears in the expression; one explicit, and one implicit dependence as $\kappa^{2}$ depends on B. But if we consider that we look for a minimization of $\kappa^{2}$ in terms of $B$, this term drops out, so:

$$
\begin{equation*}
m=\frac{B}{k_{B} T \kappa^{2}} \tag{10.3}
\end{equation*}
$$

and since we know that the magnetization is nonzero in this region, $\kappa^{2}=0$ must be the critical point (as $B=0$, so we need that $\kappa^{2} \rightarrow 0$ as $B \rightarrow 0$ ) Along the line $T<T_{c}$, we can take $\kappa^{2}=0$, the $B$ term disappears (as $\mathbf{B}=\mathbf{0}$ ), and things are not very complicated. But as we approach the second order phase transition point, $\kappa^{2} \neq 0$ and things begin to get more complicated.

Now, we note that for $T>T_{c}, \kappa^{2}$ smoothly varies before reaching 1 at $T=\infty$. The only jump/nonsmooth behaviour in $\kappa^{2}$ is at $T=T_{c}$. We have the expression which we can solve for $T_{c}$ :

$$
\begin{equation*}
1-\frac{B^{2}}{\left(k_{B} T\right)^{2}} \frac{1}{\kappa^{4}}=\int \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{\frac{I}{k_{B} T} \sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}+\kappa^{2}} \tag{10.4}
\end{equation*}
$$

in $D=2, T \rightarrow 0$ as $\kappa^{2} \rightarrow 0$ so the phase transition line shrinks down to a point. We're talking here like we can vary the dimension as a parameter; mathematically this is useful, and by considering things like fractal lattices this is also something that is experimentally accessible. If $D>2$, then the above equation has a solution with $T_{c} \neq 0$ :

$$
\begin{equation*}
\frac{J}{k_{B} T_{c}}=\int \frac{d^{D} p}{(2 \pi)^{D}} \frac{1}{\sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}} \tag{10.5}
\end{equation*}
$$

the RHS is finite and so there exists some $T_{c} \neq 0$.
Now, when $B=0, T>T_{c}$ (but $T \sim T_{c}$ ) we can analyze the scaling of the above formula. We summarize the results based on dimensionality: In Table 1.

Note that for $D>4$ the scaling is the same as that predicted by mean field theory; for $2<D<4$ the predictions are different.

| Dimensions | Scaling |
| :---: | :---: |
| $D \leq 2$ | $T_{c}=0$ |
| $2<D<4$ | $\kappa^{2} \sim\left(\frac{T}{T_{c}}-1\right)^{\frac{2}{D-2}}$ |
| $D>4$ | $\kappa^{2} \sim\left(\frac{T}{T_{c}}-1\right)$ |
| $D=4$ | $\kappa^{2} \ln \frac{1}{\kappa} \sim\left(\frac{T}{T_{c}}-1\right)$ |

Table 1: Scalings of the spherical model.

We can now plug things back into the free energy expression. From above $T_{c}$ we can ignore the $\frac{B^{2}}{\left(k_{B} T\right)^{2}} \frac{1}{k^{4}}$, from below what we do is we note that $\frac{B^{2}}{\left(k_{B} T\right)^{2}} \frac{1}{\kappa^{4}}=m^{2}$, and so we get back:

$$
\begin{equation*}
1-m^{2}=\frac{T}{T_{c}} \tag{10.6}
\end{equation*}
$$

and so:

$$
\begin{equation*}
m= \pm \sqrt{1-\frac{T}{T_{c}}} \tag{10.7}
\end{equation*}
$$

which looks very mean-field theory (exponent of $1 / 2$ ). Let us summarize the critical exponents that we get.

### 10.2 Critical Exponents of the Spherical Model

|  | $\alpha$ | $\beta$ | $\gamma$ | $\delta$ |
| :---: | :---: | :---: | :---: | :---: |
| Mean Field Theory | 0 | $\frac{1}{2}$ | 1 | 3 |
| Spherical Model $(2<D<4)$ | $\frac{D-4}{D-2}$ | $\frac{1}{2}$ | $\frac{2}{D-2}$ | $\frac{D+2}{D-2}$ |
| Spherical Model $(D>4)$ | 0 | $\frac{1}{2}$ | 1 | 3 |

Table 2: Critical exponents of the spherical model and comparison with mean field theory.
so for the spherical model we would say that MFT is exact for $D>4$ and fails for $2<D<4$. The logical lesson of the story is that mean field theory cannot always work. It took a lot of effort to find evidence for this, but we have now done it!

The dimensionality of the above results came from the existence of integrals that look like:

$$
\begin{equation*}
\int \frac{d^{D} p}{\left(p^{2}\right)^{\#}} \tag{10.8}
\end{equation*}
$$

which gives us the $2<D<4$ behaviour. For $D>4$ the dimension is large enough such that the integrals always converge.

And let us recall how the critical exponents are related to the scaling of physical quantities:

$$
\begin{equation*}
\left.C \sim-\frac{\partial[ }{\partial 2}\right] F \tau \sim\left(\frac{T}{T_{c}}-1\right)^{\alpha} \tag{10.9}
\end{equation*}
$$

the magnetization as:

$$
\begin{equation*}
m \sim\left(1-\frac{T}{T_{c}}\right)^{\beta} \tag{10.10}
\end{equation*}
$$

the susceptibility as:

$$
\begin{equation*}
\chi=\frac{\partial m}{\partial B} \sim\left(\frac{T}{T_{c}}-1\right)^{-\gamma} \tag{10.11}
\end{equation*}
$$

and at $T=T_{C}$ :

$$
\begin{equation*}
B \sim m^{\delta} \tag{10.12}
\end{equation*}
$$

We are now done with the spherical model!

### 10.3 Aside - The saddle point integral

We consider integrals of the form:

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} d x e^{-N f(x)} \tag{10.13}
\end{equation*}
$$

where $N$ is some sort of "volume" which gets large and $f$ is a real valued function. The statement we have been going with is that we get a very good approximation of this by replacing:

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} d x e^{-N f(x)} \approx e^{-N \inf f(x)} \tag{10.14}
\end{equation*}
$$

i.e. we replace the entire integral by the place where $f$ is the largest. This is perhaps intuitively justified (the integral should be dominated where it peaks). But we can justify this a little more carefully. First, we note that in order for the integral to converge, $f \rightarrow \infty$ as $x \rightarrow \pm \infty$. The actual saddle point techique involves summing over the all possible points for which $f^{\prime}(x)=0$, but the deepest one is the one that contributes the most, with the other points exponentially supressed (so we can usually ignore them). Note that there are integrals for which the saddle point technique gives the exact answer, and for this we would sum over all the points. For example, try at home the integral for the height of the sphere:

$$
\begin{equation*}
\int d \varphi \sin \theta d \theta e^{-N(1+\cos \theta)} \tag{10.15}
\end{equation*}
$$

There is a whole science to this (and it is a useful one, e.g. for QFT) that is good to know exists. Note that there is a theorem that if you integrate over phase space and you integrate $e^{-N H(x, p)}$ then (modulo some factors) we exactly get the classical partition function. Note that however there are few interesting systems for this theorem actually applies as there are some topological constraints on the phase space for this to be exact (e.g. for the harmonic oscillator... so we aren't learning much).

Ok but back from the tangent and now trying to justify the saddle point technique. Let's say we find:

$$
\begin{equation*}
\left.\frac{\partial f}{\partial x}\right|_{x=x_{0}}=0 \tag{10.16}
\end{equation*}
$$

If we change the integration variable to $x=x_{0}+y$, we replace $f(x)$ to $f\left(x_{0}+y\right)$. We then $f$ about $x_{0}$, so:

$$
\begin{equation*}
f(x)=f\left(x_{0}+y\right) \approx f\left(x_{0}\right)+\frac{1}{2} y^{2} f^{\prime \prime}\left(x_{0}\right)+\frac{1}{3!} y^{3} f^{\prime \prime \prime}\left(x_{0}\right) \tag{10.17}
\end{equation*}
$$

where $f^{\prime}\left(x_{0}\right)=0$ as we have a minima. Now if we plug this back into the integral and change variables:

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} d y e^{-N f\left(x_{0}\right)-\frac{N}{2} f^{\prime \prime}\left(x_{0}\right) y^{2}-\frac{N}{3!} f^{\prime \prime \prime}\left(x_{0}\right) y^{3}+\ldots} \tag{10.18}
\end{equation*}
$$

I can now further change variables by rescaling $y ; y=\frac{1}{\sqrt{N}} w$. Then the integral becomes:

$$
\begin{equation*}
I=\frac{1}{\sqrt{N}} \int_{-\infty}^{\infty} d w e^{-N f\left(x_{0}\right)-\frac{f^{\prime \prime}\left(x_{0}\right)}{2} w^{2}-\frac{1}{\sqrt{N}} f^{\prime \prime \prime}\left(x_{0}\right) w^{3}+\ldots} \tag{10.19}
\end{equation*}
$$

Now if we look at $N$ very large, we can neglect the terms for which $N$ appears on the denominator (though keeping them will give us corrections). If we just keep the $w^{2}$ term (and the prefactor $e^{-N f\left(x_{0}\right)}$ which is just a constant), we just have a Gaussian integral which we know how to do:

$$
\begin{equation*}
I \approx e^{-N f\left(x_{0}\right)} \frac{1}{\sqrt{N}} \sqrt{\frac{2 \pi}{f^{\prime}\left(x_{0}\right)}}\left(1+O\left(\frac{1}{N}\right)\right) \tag{10.20}
\end{equation*}
$$

but it is good enough for us to just repalce the integral with $e^{-N f\left(x_{0}\right)}$ as this gives the dominant behaviour.
Note that this is called the saddle point approximation as when you view this integral in the complex plane, it looks like a valley/saddle and we integrate over the saddle point (taking the most trecharous mountain path).

### 10.4 Intro to the 2-D Ising Model

So, we've done the spherical model. Where do we go from here? In the assignment you will look at the $O(3)$ vector model where spins vary continuously. Like the Ising model, we will find that in the infinite range case it is well-described by mean field theory. But now perhaps we should turn around and think about attacking the Ising model in higher dimensions. The 2-D Ising model can be solved exactly, and has critical exponents that are far from the mean field prediction. We won't grind through the calculation here - in the next assignment you will be tasked with solving the transverse Ising model which is in the same universality class. There we can find critical exponents also, and this is an example of a quantum phase transition. In fact transverse Ising model is certainly one of the paradigms for quantum critical behaviour (the same way that the Hydrogen atom is the paradigm for QM). Let us give a spoiler - we can diagonalize the Hamiltonian, and the eigenstates of the Hamiltonian are eigenstates of fermions. We can map the transverse Ising model onto a gas of free Majorana fermions. We are also able to do this with the 2D Ising model. There is a critical point where the mass gap closes.

In the last few minutes here, let us bridge that gap and discuss the Ising model; we play around with it a bit and see what we are able to deduce.

There is not much we can do with $B$ turned on, so from now on we turn off the magnetic field and consider spin interactions only. We consider spins living on the corners of a 2-D square lattice, as sketched in Fig. 4.1 (note that the corners where the spins live are called sites, the bonds between sites are called links, and the squares formed by four spins are called plaquettes). The Hamiltonian is:

$$
\begin{equation*}
H=-J \sum_{x, i} \sigma_{x} \sigma_{x+i} \tag{10.21}
\end{equation*}
$$

where $i$ varies over the neighbours of a given corner ( $\pm \hat{\mathbf{x}}, \pm \hat{\mathbf{y}}$ ). So the partition function is:

$$
\begin{equation*}
Z=\sum_{\text {spins }} e^{\frac{J}{k_{B}^{T}} \sum_{x, i} \sigma_{x} \sigma_{x+i}} . \tag{10.22}
\end{equation*}
$$

Let's consider the $T \rightarrow \infty$ limit. Then the Boltzmann weight goes to 1 for every state. So, things are totally random, and we sum over the up and down spin with equal weight at each site. There is zero magnetization. The free energy is infinite.

Let's think about what the sum appearing in $Z$ looks like. We have a sum over links $i$, with the interaction across that link. So, we can write:

$$
\begin{equation*}
Z=\sum_{\text {spins links }} \prod e^{\frac{I}{k_{B} T} \sigma_{x} \sigma_{x+i}} \tag{10.23}
\end{equation*}
$$

Now, there's something interesting going on here; I can think of Taylor expanding this exponent. $\sigma_{x} \sigma_{x+i}=$ $\pm 1$ as each of the spins have values $\pm 1$. So, $\left(\sigma_{x} \sigma_{x+i}\right)^{n}$ for any even $n$, and for any odd $n$ it is equal to itself.

Now considering that $e^{x}=\cosh x+\sinh x$ (and the fact that cosh contains all the even terms and sinh all the even) we can therefore write the above as:

$$
\begin{equation*}
\mathrm{Z}=\sum_{\text {spins links }} \prod_{\mathrm{m}_{B}}\left(\cosh \frac{J}{k_{B} T}+\sigma_{x} \sigma_{x+i} \sinh \frac{J}{k_{B} T}\right) \tag{10.24}
\end{equation*}
$$

the good news is that things have gotten simpler. The bad news is that they are not quite so simple that we know how to solve this yet. Let us clean it up a little bit.

$$
\begin{equation*}
\mathrm{Z}=\left(\cosh \frac{J}{k_{B} T}\right)^{N}\left[\sum_{\text {spins }} \prod_{\text {links }}\left(1+\tanh \frac{J}{k_{B} T} \sigma_{x} \sigma_{x+i}\right)\right] \tag{10.25}
\end{equation*}
$$

Now we can expand in the high temperature limit. For $T \rightarrow \infty$, we find that $\tanh \frac{J}{k_{B} T} \rightarrow 0$ and so:

$$
\begin{equation*}
F=-k_{B} T N \ln \cosh \frac{J}{k_{B} T}+\ldots \tag{10.26}
\end{equation*}
$$

this has a correction of $-k_{B} T N \ln 2$ from the sum over spins. What is the next? Any term with just a single site $\sigma_{x}$ vanishes when we sum over spins. It has to appear twice for it to not vanish; the smallest possible configuration is a square/plaquette over four sites where things can appear twice (links going around the square). So the first correction is from four-site squares. If we expand $Z$ :

$$
\begin{equation*}
Z=2^{N}\left(\cosh \frac{J}{k_{B} T}\right)^{N}\left(1-\frac{1}{2^{N}} \tanh ^{4} \frac{J}{k_{B} T}+\ldots\right) \tag{10.27}
\end{equation*}
$$

where there are $N$ possible plaquettes, and each contributes tanh ${ }^{4}$. The successive corrections are given by loops, where the correction is of the form $\frac{1}{2^{\# \text { of such loops }}} \tanh ^{\# \text { of sites in loop. }}$.

So, this is a high-temperature expansion. This is quite cool! Because you are expanding in (successively larger) loops. Next time, we will show that the low temperature expansion has more or less the same structure. We start with a completely ferromagnetized state, and we ask what kind of defect we would have, but this is just a domain wall which also has to close up (i.e. be a curve). In the exact solution of the model, these curves end up being the exact trajectory of Majorana fermions. So, closed loops are a fermion anti-fermion pairs, something like a quantum fluctuation in actual spacetime (even though here there is nothing quantum)!

## 11 The 2-D Ising Model Concluded, The 3-D Ising Model

### 11.1 Kramers-Wannier Duality

### 11.1.1 High-Temperature Expansion

Our discussion of the high- $T$ discussion in the 2-D Ising model leads us to the notion of Kramers-Wannier duality (a feature unique to $D=2$ ). We will not derive it from scratch, as the derivation is not particularly illuminating. But the plausibility argument for it is quite convincing.

Historically - the solution to the 2D Ising model was very striking. There was Landau theory, which had not been disproven up until this point. But then the 2D Ising model was solved and had different critical exponents to the mean field prediction.

Recall we wrote the partition function in the form:

$$
\begin{equation*}
Z=\left(2 \cosh \frac{J}{k_{B} T}\right)^{N} \sum_{\text {spins links }} \prod_{1}\left(1+\left(\tanh \frac{J}{k_{B} T}\right) \sigma_{x} \sigma_{x+i}\right) \tag{11.1}
\end{equation*}
$$

Expanding the product the high-temperature limit (where $\tanh \frac{J}{k_{B} T}$ is small), we had the zeroth order contribution as just 1. For the corrections, we needed that each spin $\sigma_{x}$ needs to appear twice in order for the contribution to be nonvanishing (if the spin only appears once, the term vanishes when we take the sum over spins as the $\pm 1$ appears. But $\sigma_{i}^{2}=1$ terms contribute); the smallest possible contribution is therefore a square consisting of the 4 spins on the corners (each of which are hit twice). The contribution looks like:

$$
\begin{equation*}
N\left(\tanh \frac{J}{k_{B} T}\right)^{4} \tag{11.2}
\end{equation*}
$$

where the $N$ is for the $N$ possible squares, and the 4 is for the four links that appear in this term.
The next contribution comes from a rectangle 3 spins long and 2 spins wide, so 6 spins in total. The contribution therefore looks like:

$$
\begin{equation*}
2 N\left(\tanh \frac{J}{k_{B} T}\right)^{6} \tag{11.3}
\end{equation*}
$$

The next contribution comes from 2 squares of 4 spins each. This contribution looks like:

$$
\begin{equation*}
\frac{N(N-4)}{2}\left(\tanh \frac{J}{k_{B} T}\right)^{8} \tag{11.4}
\end{equation*}
$$

where the prefactor can be explained as follows. There are $N$ places we can put the first square, and $N-4$ places we can put the second. But then the two squares are indistinguishable (the order of choosing the squares does not matter) so we divide by 2 to prevent overcounting.

So, the product can be written as:

$$
\begin{equation*}
\prod_{\text {links }}\left(1+\left(\tanh \frac{J}{k_{B} T}\right) \sigma_{x} \sigma_{x+i}\right)=1+N\left(\tanh \frac{J}{k_{B} T}\right)^{4}+2 N\left(\tanh \frac{J}{k_{B} T}\right)^{6}+\frac{N(N-4)}{2}\left(\tanh \frac{J}{k_{B} T}\right)^{8}+\ldots \tag{11.5}
\end{equation*}
$$

which we can write as:

$$
\begin{equation*}
=e^{N\left(\tanh \frac{I}{k_{B} T}\right)^{4}+N\left(2\left(\tanh \frac{I}{k_{B} T}\right)^{6}-2\left(\tanh \frac{I}{k_{B} T}\right)^{8}\right)+\ldots} \tag{11.6}
\end{equation*}
$$

where we can see the first couple terms that we have discussing come out by Taylor expanding the exponential.


Figure 11.1: Contributions to the high-temperature expansion in the form of closed loops on the lattice. The first contribution comes from 4 -site loops (red). The next contribution comes from 6 -site loops (blue). The next contribution comes from 8 -site loops (green) and so on.

### 11.1.2 Low-Temperature Expansion

In low temperatures, we expect a completely ordered phase, where all of the spins are aligned. Let us choose the all-spin-up state as the leading term. The partition function if we just include the ground state looks like:

$$
\begin{equation*}
Z=e^{2 \frac{J}{k_{B} T} N}+\ldots \tag{11.7}
\end{equation*}
$$

where $-2 \frac{J}{k_{B} T} N$ is the ground state energy, where we have $2 N$ aligned links.
How do we correct this? We include excitations. The first correction comes from a single spin being flipped from +1 to -1 . We have 4 bonds flipped, each with energy cost 2 , so:

$$
\begin{equation*}
Z=e^{2 \frac{J}{k_{B} T} N}\left(1+N\left(e^{-\frac{2 J}{k_{B} T}}\right)^{4}+\ldots\right) \tag{11.8}
\end{equation*}
$$

But let's think about this geometrically. If we flip one spin at a site on the physical lattice, we can equivalently view this as a loop on the dual lattice. So, we can see the equivalent structure of the high and low temperature expansions. The high temperature expansion is in loops on the physical lattice, and the low temperature expansion is in loops on the dual lattice. This observation is basically what is known as Kramers-Wannier duality.

So what we can do is consider Ising models on the original and dual lattices, and then match up the coefficients. If our original Ising model has the factor $e^{-\frac{2 J}{k_{B} T}}$ in the low- $T$ expansion and the dual lattice has the factor $\tanh \frac{\tilde{J}}{k_{B} T}$, we can then equate:

$$
\begin{equation*}
e^{-\frac{2 J}{k_{B} T}}=\tanh \frac{\tilde{J}}{k_{B} T} \tag{11.9}
\end{equation*}
$$

what does this duality do for us? it really interchanges the high and low temperature limits. Also, one can argue that the low- $T$ on the original lattice is a magnetized phase, and high- $T$ on the dual lattice is a magnetized phase, so when we have a self-dual we must have that the magnetization is zero, i.e. the critical temperature $T_{c}$ solves:

$$
\begin{equation*}
e^{-\frac{2 J}{k_{B} T_{c}}}=\tanh \frac{J}{k_{B} T_{c}} \tag{11.10}
\end{equation*}
$$



Figure 11.2: A single spin being flipped from +1 to -1 (denoted by the $\times$ ) leads to the flipping of 4 bonds (blue) around it.


Figure 11.3: Visualization of Kramers-Wannier duality for the 2D Ising model. The high temperature expansion can be viewed as an expansion in loops on the physical lattice (black), and the low temperature exapnsion can be viewed as an expansion of loops on the dual lattice (red).

This Kramers-Wannier duality is quite useful (and special to 2D, though there does exist Dirac duality in 4 spacetime dimensions). We can use it to learn about the system even when things are not self-dual, for example if we know there is a phase transition in the low- $T$ regime we immediately obtain that there is a phase transition in the high- $T$ regime as well.

Also note that there is a quantum analog to this (a gas of non-interacting Majorana fermions).

### 11.2 Onsager Exact Solution and Critical Exponents

Onsager (through some method) found the expression for the free energy to be:

$$
\begin{equation*}
F=-k_{B} T N\left(2 \cosh \frac{J}{k_{B} T}+\frac{1}{2}\right)+\frac{1}{2 \pi^{2}} \int_{0}^{\pi} d p_{1} \int_{0}^{\pi} d p_{2} \ln \left[1-\frac{\sinh \frac{J}{k_{B} T}}{\cosh ^{2} \frac{J}{k_{B} T}}\left(\cos p_{1}+\cos p_{2}\right)\right] \tag{11.11}
\end{equation*}
$$

From this expression we can search for the critical exponents. The solutions to the lattice model here are

| Exponent | 2-D Ising Model | Mean Field theory |
| :---: | :---: | :---: |
| $\alpha$ | 0 | 0 |
| $\beta$ | $\frac{1}{8}$ | $\frac{1}{2}$ |
| $\gamma$ | $\frac{7}{4}$ | 1 |
| $\delta$ | 15 | 3 |
| $\eta$ | $\frac{1}{4}$ | $\frac{1}{2}$ |
| $\nu$ | $\frac{1}{2}$ | 0 |

Table 3: Critical exponents of the 2D Ising model, compared with the critical exponents of mean field theory.
exact. One other interesting development is a model which just looks at the long-wavelength degrees of freedom of the spins. Assuming scale variance, we can solve the theory; scale invariance implies conformal invariance, of which there will be an infinite number of symmetries in 2D, and this can be solved using algebra. The techniques agree, and so studying the long-wavelength behaviour study is promising.

Another comment; does this generalize to higher dimensions? Well, the high-T expansion is not particularly dimension dependent. The low- $T$ expansion is. The dual lattice is really special to 2 dimensions. Let us discuss this - what if we were in 3 dimensions and wanted to do a low temperature expansion? Well, if we flip a single spin on the 3D lattice, we would now have that there are six bonds that are flipped, forming a cube (a volume) around the flipped spin. The high $T$ expansion is in loops, the low $T$ expansion is in surfaces. So, the dual lattice does not resemble an Ising model.

Next lecture - we will begin to look at the Ising model in 3D, and for this we will use renormalization group techniques.

## 12 Higher-Dimensional Ising Models

### 12.1 Attacking the Ising Model in Arbitrary Dimension

We have been discussing various solvable models - the 1D Ising model, the infinite range model, the spherical model and so on. Each of these had a wonderful trick to find the solution. We found results like the critical exponents for these models. Although we didn't go through the derivation, we also discussed the Ising model, gave a plausibility argument for the solution, and gave the solution. But beyond 2D, there really is not an approach that gives us the exact solution. So, this is the end of the analytically known but this is not a huge problem as most physical systems are not solvable anyway. So, what we will start to do now is an attack on the higher dimensional Ising models (of which we will take a more systematic approach to later).

We have the Hamiltonian:

$$
\begin{equation*}
H=-J \sum_{x, i} \sigma_{x} \sigma_{x+i}-\sum_{x} B_{x} \sigma_{x} \tag{12.1}
\end{equation*}
$$

generally we consider $B$ position-independent (and we also will generally set $B$ to zero) but here we make it position dependent temporarily so we can take derivatives of the partition function with respect to it.

So, to make contact with thermodynamics, let us write down the partition function:

$$
\begin{equation*}
Z=\sum_{\text {spins }} e^{-\frac{H}{k_{B} T}} \tag{12.2}
\end{equation*}
$$

Here, $x$ are the sites on a hypercubic lattice, and is are connectors to nearest neighbours. For example on a 2D-square lattice, we have Fig. 4.1.

What are the difficulties here? One approach is to do high and low temperature expansions (which would involve some combinatorics on a computer, and some asymptotic expansion machinery). However the Kramers-Wannier duality we had in 2D goes away in higher dimensions; for example in 3D we have high temperature looking like a theory of loops, and low temperature looking like a theory of surfaces, which cannot be dual to each other. Another difficulty is the discretness of the spins; discrete variables are very hard to work with, so we ideally want a continous theory.

To this end, we will try to fix the following sum in the Hamiltonian:

$$
\begin{equation*}
-J \sum_{x, i} \sigma_{x} \sigma_{x+i} \tag{12.3}
\end{equation*}
$$

currently it is neither (necessarily) positive or negative (as we could have a ferromagnet with all spins aligned or an anti-ferromagnet with spins alternating at each site). Let's try to fix the sign (to be positive). We first rewrite the sum by symmetrizing:

$$
\begin{equation*}
-J \sum_{x, i} \sigma_{x} \sigma_{x+i}=-\frac{J}{2} \sum_{x, i}\left(\sigma_{x} \sigma_{x+i}+\sigma_{x-i} \sigma_{x}\right) \tag{12.4}
\end{equation*}
$$

note that we ignore what happens at the boundaries of the model. Now, in the bracket, let us add 2, and then let us add something outside of the bracket to compensate this addition; namely $2 D N$ :

$$
\begin{equation*}
-J \sum_{x, i} \sigma_{x} \sigma_{x+i}=-\frac{J}{2} \sum_{x, i}\left(\sigma_{x} \sigma_{x+i}+\sigma_{x-i} \sigma_{x}+2 \sigma_{x}^{2}\right)+J D N \tag{12.5}
\end{equation*}
$$

Now the expression in brackets is non-negative. However, we do want it to be strictly greater than zero, so let us modify the above slightly:

$$
\begin{equation*}
-J \sum_{x, i} \sigma_{x} \sigma_{x+i}=-\frac{J}{2} \sum_{x, i}\left(\sigma_{x} \sigma_{x+i}+\sigma_{x-i} \sigma_{x}+2\left(1+\mu^{2}\right) \sigma_{x}^{2}\right)+J D N\left(1+\mu^{2}\right) \tag{12.6}
\end{equation*}
$$

where $\mu^{2}$ is a small parameter. Let us now put this into the partition function:

$$
\begin{equation*}
Z[T, B, N]=\sum_{\text {spins }} e^{\frac{1}{2} \sum_{x y} \sigma_{x} \Delta(x, y) \sigma_{y}+\frac{1}{k_{B} T} \sum_{x} B_{x} \sigma_{x}-\frac{I D N\left(1+\mu^{2}\right)}{k_{B} T}} \tag{12.7}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Delta(x, y)=\frac{J}{k_{B} T} \sum_{i}\left(\delta_{y, x+i}+\delta_{y, x-i}+2\left(1+\mu^{2}\right) \delta_{x, y}\right) \tag{12.8}
\end{equation*}
$$

Now, we consider the Gaussian integral identity:

$$
\begin{equation*}
1=\int_{-\infty}^{\infty} \prod_{x} d \varphi(x) \frac{e^{-\frac{1}{2} \sum_{x y}\left(\varphi(x)-\sum_{w} \Delta(x, w) \sigma_{w}\right) \Delta^{-1}(x, y)\left(\varphi(y)-\sum_{z} \Delta(y, z) \sigma_{z}\right)}}{\sqrt{2 \pi \Delta}} \tag{12.9}
\end{equation*}
$$

Now, we will want to plug this 1 into the partition function. We have organized things such that when we plug it in, the $\sigma_{x} \Delta(x, y) \sigma_{y}$ parts will cancel. The reason we wanted the $\Delta$ to be positive in our discussion is so that $\Delta^{-1}(x, y)$ would also be positive so the Gaussian integral would converge. By doing this substitution, we have gone from discrete to continuous variables, and so we can use calculus techniques to attack the problem.

$$
\begin{equation*}
Z[T, B, N]=\int \prod_{x} d \varphi(x) e^{-\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)} \sum_{\text {spins }} e^{\sum_{x}\left(\sigma_{x} \varphi(x)+\frac{B_{x}}{k_{B} T} \sigma_{x}\right)} e^{-\frac{J D N\left(1+\mu^{2}\right)}{k_{B} T}} \frac{1}{\sqrt{\operatorname{det}(2 \pi \Delta)}} \tag{12.10}
\end{equation*}
$$

Now we can process the above further; we can carry out the sum over spins, as this has become easy (the spins appear independently/linear). Note that the last term (constant) does not matter very much; we are interested in the critical behaviour and the last term is a smooth function of the temperature. Doing the sum over spins, the partition function becomes:

$$
\begin{equation*}
Z[T, B, N]=\int_{-\infty}^{\infty} \prod_{x} d \varphi(x) e^{-\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)+\sum_{x} \ln \cosh \left(\varphi(x) \frac{B_{x}}{k_{B} T}\right)} \frac{2^{N} e^{-\frac{I D N\left(1+\mu^{2}\right)}{k_{B} T}}}{\ln 2 \pi \Delta} \tag{12.11}
\end{equation*}
$$

this looks quite familiar to what we did for the infinite range Ising model! The difference is that we have a different $\varphi$ for each site in this case. Note that the $\varphi$ is not quite the spin, but it does exhibit the same $\mathbb{Z}_{2}$ symmetry where the above is unchanged under $\varphi \leftrightarrow-\varphi$. Further, if we calculate the expectation value of the spin, we have the relation:

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle=\sum_{y} \Delta(x, y)\langle\varphi(y)\rangle \tag{12.12}
\end{equation*}
$$

### 12.2 Approximating the Integral

Ok, so we've rewritten the partition function. But we still have an infinite number of integrals to do, none of which we can actually do analytically. What we can do is to approximate the integral. The crudest possible approximation would be the saddle point approximation, where we replace the integral with the maximum of the integrand. Note however that for the saddle point to be accurate we want a large prefactor in the exponential of the integrand... but $\frac{1}{2}$ is of course not very large at all... so we hope for a miracle here in a sense. Let's also just drop the $\frac{2^{N} e^{-\frac{J D N\left(1+\mu^{2}\right)}{k_{B} T}}}{\ln 2 \pi \Delta}$ as this will never be anything interesting.

$$
\begin{equation*}
Z[T, B, N]=e^{-\inf _{\varphi(x)}\left(\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)-\sum_{x} \ln \cosh \left(\varphi(x)+\frac{B_{x}}{k_{B^{T}}}\right)\right)} \tag{12.13}
\end{equation*}
$$

So this now becomes a classical multivariable minimization problem. We note that the first term is minimized if $\varphi$ is x -independent (as then $\Delta(x, y)$ is the largest it can be, and therefore $\Delta^{-1}$ is the smallest it can be). What do we get if $\varphi$ is a constant? We find the free energy:

$$
\begin{equation*}
F[T, B, N]=k_{B} T N \inf _{\varphi}\left[\frac{k_{B} T}{2 J\left(2+\mu^{2}\right)} \varphi^{2}-\ln \cosh \varphi\right] \tag{12.14}
\end{equation*}
$$

now this story we have seen before; we know this has critical behaviour as the leading term of $\ln \cosh \varphi$ goes as $\sim-\frac{1}{2} \varphi^{2}+\frac{1}{2} \varphi^{4}$ and this yields the critical behaviour of mean field theory (as what we have above has the same form as to what we saw there). So, if we are interested in computing critical exponents, without doing any work we know that we recover the mean field theory result of $F \sim\left(T-T_{c}\right)^{2}$.

So we get an answer with a phase transition! Good! But what is not good is that we know that mean field theory is wrong; simply take $D=2$ and we can solve the 2D Ising model exactly, where we know that the critical exponents and those of MFT disagree.

Let's look at the corrections; take $\varphi(x)+\varphi+\delta \varphi$, a constant plus a small. If we plug this in and expand in the exponent up to quadratic order in $\delta \varphi$ (we can drop the linear term as we always find a minimum with respect to $\varphi$ ) and then we can do a Gaussian integral with respect to $\delta \varphi$. The free energy with corrections looks like:

$$
\begin{equation*}
F[T, B, N]=k_{B} T N \inf _{\varphi}\left[\frac{k_{B} T}{2 J\left(2+\mu^{2}\right)} \varphi^{2}-\ln \cosh \varphi+\frac{1}{2 N} \operatorname{Tr} \ln \left(\Delta^{-1}-1 \tanh ^{2} \varphi\right)\right] \tag{12.15}
\end{equation*}
$$

The not good news is that there is no small parameter in the above expression (we do take $N$ large later, but at the present time there is nothing saying that the first term is large relative to the last). So we might suspect trouble, but let us press on.

Recall the tricks we played earlier in taking the trace of the logarithm (separating out the small momenta etc.) we then found that the corrections go as $\left(T-T_{c}\right)^{D / 2}$. So now, if the dimension is $>4$, this does look like a miracle; there is nothing in the calculation that tells us that the third term is smaller than the first, but for $D>4$ the $\left(T-T_{c}\right)^{D / 2}$ is smaller and so we have smaller corrections to MFT. Being physicists, we might be happy with this; perturbatively if we improve things order by order, we get to higher and higher exponents which doesn't matter for the critical behaviour, as only the term with the smallest exponent on $\left(T-T_{c}\right)$, i.e. the MFT term of $\left(T-T_{c}\right)^{2}$ matters. And this expectation would be correct. The problem is that $D=3$ is of the greatest interest, and here this whole scheme diverges as the corrections are larger than MFT. So, what do we do when the dimensions are less than 4, where our crude approximation + corrections are wrong?

### 12.3 Resolution for $D<4$ - Renormalization Group

The fix-up comes in the form of machinery known as the renormalization group. The scaling behaviour of $\left(T-T_{c}\right)^{D / 2}$ comes from the low momentum modes. What we will do is put off the problem by integrating over the

Renormalization group is a funny title - it is neither renormalization, nor a group. Historically, RG came from QFT (where it takes a simple form, which we will use here). Before this development renormalization was thought of a trick to sweep infinities under the rug. In QED, one writes down Maxwell's equations etc. and take the field to be quantum operators, then if one treats the electric charge as not the real electric charge but the electric charge plus an infinite constant, we were able to make sense of things. What this is doing is creating a hierarchy of corrections (and so it turns out that this is not some cheaty fix, but a natural and necessary technique).

For our system here, pictorially RG takes the form of course graining; i.e. take our spin lattice, and form blocks, and treat the system as a theory of interacting blocks. If we take the blocks large enough, the spin states of the blocks start to look continuous. Analytically, this takes the form of looking at the long wavelength modes of the spins. We will find that the behaviour of the blocks is what determines the
critical behaviour at the end of the day. So what we will do is a transformation that goes from single spins to blocks of spins, then shrink things so that blocks look like single spins, and then repeat this procedure. There are two steps of course graining and shrinking that are repeated. We will start with this next class.


Figure 12.1: Pictorial idea of renormalization group (for the 2D Ising model). We course grain over the lattice by grouping the spins into blocks, then shrinking the blocks into the size of spins, and then repeating the process.

## 13 Introduction to the Renormalization Group

### 13.1 Motivating the Renormalization Group

We begin discussing the renormalization group. We will sum over the short wavelength degrees of freedom, and leave the long wavelength degrees of freedom to solve for them later (and do it cleverly). This is the intuitive picture which every textbook nowadays uses; but this took many smart people 30 years to iron out, so it shouldn't be totally obvious to you as a student learning this material for the first time.

Note that there will be a technical step here we must take; there isn't a super intuitive bridge that we can use here that Gordon knows of (perhaps we could use a computer to somehow thin out the degrees of freedom, but Gordon doesn't know this method so let's avoid it), so we will use the technical approach. We borrow a technique from the French field theorists, using their starting point (the Gaussian transform) but applying it to our non-field theoretic setting.

### 13.2 Review of the Gaussian Transform

We recall the partition function for the $D$-dimensional Ising model:

$$
\begin{equation*}
Z[T, B, N]=\frac{2^{N} e^{-\frac{N D T}{k_{B} T}}}{\sqrt{\operatorname{det}(2 \pi \Delta)}} \int_{-\infty}^{\infty} d \varphi(x) e^{-\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)+\sum_{x} \ln \cosh \left(\varphi(x)+\frac{B_{x}}{k_{B} T}\right)} \tag{13.1}
\end{equation*}
$$

where we note that the integral is actually an infinite number of integrals. Also, note that $x, y$ are actually $D$-dimensional vectors. Recall that $\Delta$ here has the (symmetrized) form:

$$
\begin{equation*}
\Delta(x, y)=\frac{J}{k_{B} T} \sum_{i}\left(\delta_{y, x+i}+\delta_{y, x-i}+2 \delta_{x, y}\right) \tag{13.2}
\end{equation*}
$$

this is an very sparse and very large matrix! Which is nonzero only on the diagonal and just off the diagonal. We can understand this matrix better by taking its Fourier transform:

$$
\begin{equation*}
\sum_{y} \Delta(x, y) e^{i p \cdot y}=\Delta(p) e^{i p \cdot x} \tag{13.3}
\end{equation*}
$$

where:
$\Delta(p)=\frac{J}{k_{B} T} \sum_{i=1}^{D}\left(2+2 \cos p_{i}\right)=\frac{J}{k_{B} T} \sum_{i=1}^{D}\left(4-2\left(1-\cos p_{i}\right)\right)=\frac{J}{k_{B} T} \sum_{i=1}^{D}\left(4-2\left(2 \sin ^{2} \frac{p_{i}}{2}\right)\right)=\frac{J}{k_{B} T}\left(4 D-\sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}\right)$
Why did we write this in the last form? For small $|p|$, the last term is just $p^{2}$, so this expression is amenable if we want to look at the small-momentum regime later.

We can also write down the inverse of the $\Delta$ matrix:

$$
\begin{equation*}
\Delta^{-1}(x, y)=\int \frac{d^{D} p}{(2 \pi)^{D}} e^{i p(x-y)} \frac{k_{B} T}{J}\left(\frac{1}{4 D-\sum_{i} 4 \sin ^{2} \frac{p_{i}}{2}}\right) \tag{13.5}
\end{equation*}
$$

where the integration is carried out over the Bruillon zone, with each component of $p$ being integrated from $-\pi$ to $\pi$. We integrate over this elementary zone as there is a periodicity in $p$ (note that this means that really we are looking at a hypertorus due to the periodicity in each dimension).

Now, let's set $B_{x}=0$ to make our lives much easier in actually taking the integral. We kept it there because taking derivatives w.r.t. $B$ give us the correlation functions of the Ising model:

$$
\begin{equation*}
\left\langle\sigma_{x}\right\rangle=k_{B} T \frac{\partial}{\partial B_{x}}(\ln Z) \tag{13.6}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle\sigma_{x} \sigma_{y}\right\rangle_{C}=\left(k_{B} T\right)^{2} \frac{\partial^{2}}{\partial B_{x} \partial B_{y}}(\ln Z) \tag{13.7}
\end{equation*}
$$

i.e. keeping the $B_{x}$ allows us to recover information about the expectation values of spin variables. We also have formulas that relate the expectation value of the spin variables with $\varphi$ :

$$
\begin{gather*}
\left\langle\sigma_{x}\right\rangle=\sum_{w} \Delta^{-1}(x, w)\langle\varphi(w)\rangle  \tag{13.8}\\
\left\langle\sigma_{x} \sigma_{y}\right\rangle_{C}=\sum_{w z} \Delta^{-1}(x, y) \Delta^{-1}(y, z)\langle\varphi(w) \varphi(z)\rangle-\Delta^{-1}(x, y) \tag{13.9}
\end{gather*}
$$

We now do a saddle point approximation - even though there is no big number in the (negative) exponential that would justify this. We did kind of see that a big number appears $(N)$, but it's sort of a fake appearance - it was an $N$ in front of an infimum for $N$ variables. So, to see if the approximation is good, we tried to calculate the corrections to the first order term, and found that the correction was still of order N... so the corrections were not supressed. What we did find was that the leading order behaviour was that of mean field theory. The scaling of the free energy was quadratic in the distance from the critical temperature. We then had a hand-wavey argument to show that the corrections go as $\left(T-T_{c}\right)^{D / 2}$ so for $D>4$ these do go to zero faster than the leading term. So, our crude approximation, giving us mean field theory, works well for $D>4$. For $D<4$ we actually have a disaster because the corrections dominate (they go to zero slower than the leading order). Presumably the corrections to the corrections are even larger. Even with our loose physicist standards, this expansion is hot nonsense. This is important to us because the most important Ising model is in $D=3 \ldots$

So, this concludes what we did last time, where our naive approach to the integral fails spectacularly. The fix-up is the renormalization group, which we begin to dicuss now.

### 13.3 Course Graining

Let's discuss course graining. In RG we want to integrate over the short wavelength degrees of freedom. We kind of have this in the spin-block picture, but this is not totally correct. We can really only probe the system experimentally in the long-wavelength regime ${ }^{8} \ldots$ (sorry I missed bits of the commentary here so this doesn't make a lot of sense)

We look at the fourier transform of $\varphi$ :

$$
\begin{equation*}
\varphi(x)=\int_{-\pi}^{\pi} \frac{d^{D} p}{(2 \pi)^{D}} \varphi(p) e^{i p \cdot x} \tag{13.10}
\end{equation*}
$$

where $\varphi^{*}(p)=\varphi(-p)$, and $\varphi(p)$ is complex. We want to now separate this into modes of different wavelengths. Let us separate out the integration into two regions.

$$
\begin{equation*}
\varphi(x)=\int_{|p|<\Lambda} \frac{d^{D} p}{(2 \pi)^{D}} \varphi(p) e^{i p \cdot x}+\int_{\Lambda<|p|} \frac{d^{D} p}{(2 \pi)^{D}} \varphi(p) e^{i p \cdot x}=\varphi_{<}(x)+\varphi_{>}(x) \tag{13.11}
\end{equation*}
$$

this cutoff probably seems strange to those who have studied field theory before, as the momentum cutoffs are usually large, but here $\Lambda \ll \pi$. One can imagine that we took the hypercube (hypertorus) that is the Bruilloin zone (with $-\pi<p_{i}<\pi$ ) and separated it into a small ball around the origin and the rest of the cube. Now, we will use that:

$$
\begin{equation*}
\int \prod_{x} d \varphi(x) \ldots=\int \prod_{p} d \varphi(p) \ldots \tag{13.12}
\end{equation*}
$$

this change of variables is not so simple as we really have a functional integral here - but let us be cavalier. It should now be quite clear what we are to do. We can substitute this into Eq. (13.1).

[^7]Let us define:

$$
\begin{equation*}
e^{-S_{e f f}\left[\varphi_{<}\right]}=\frac{2^{N} e^{-\frac{N D T}{k_{B} T}}}{\sqrt{\operatorname{det}(2 \pi \Delta)}} \int d \varphi_{>}(x) e^{-\frac{1}{2} \sum\left(\varphi_{>}+\varphi_{<}\right) \Delta^{-1}\left(\varphi_{>}+\varphi_{<}\right)+\sum \ln \cosh \left(\varphi_{<}+\varphi_{>}\right)} \tag{13.13}
\end{equation*}
$$

and so:

$$
\begin{equation*}
Z=\int d \varphi_{<}(x) e^{-S_{e f f}\left[\varphi_{<}\right]} \tag{13.14}
\end{equation*}
$$

This is the first step in the renormalization group discussion - our way of forming the blocks of spins. The next step will be to shrink down the blocks into the size of a single spin. What we're going to see is that when we do these two steps, the effective action evolves in a way such that it becomes very simple.

Analogy: to understand the physics of a soccer game, we don't need to understand quantum mechanics, nor do we need to understand cosmology or general relativity. Physics is nicely separated into scales, and that is what we do here.

Note that we need a phase transition for things to work - if there is no second order critical behaviour, then the degrees of freedom don't really have an effect macroscopically/on long wavelength degrees of freedom.

### 13.4 Rescaling

We will see some magic happen here. We replace $\varphi_{L}(x) \rightarrow C \Lambda^{D-2} \varphi(\Lambda x)$. By doing this, we have "backed off" so much that $\varphi$ looks like a function of a continuous variable. The effective action should reflect this in the sense that the sum over $x$ s should become integrations. Before, the Fourier transform of $\varphi_{L}(x)$ was in a ball in momentum space of radius $\Lambda$, and now the Fourier transform of $C \Lambda^{D-2} \varphi(\Lambda x)$ looks like a ball of radius 1 .

Specifically:

$$
\begin{equation*}
S_{e f f}=\int d^{D} x\left(\frac{1}{2} \nabla \varphi_{<}(x) \cdot \nabla \varphi_{<}(x)+\frac{\tau}{2} \Lambda^{2} \varphi_{<}^{2}(x)+\ldots+\Lambda^{\#} \varphi^{n}+\ldots\right) \tag{13.15}
\end{equation*}
$$

which looks like classical/Landau-Ginzberg theory! We want to tune $\tau$, but then the $\Lambda^{2}$ detunes us, so we have to retune better. The $\varphi^{n}$ s get scaled away with powers of $\Lambda$, which is small! So this is our new theory, an effective theory where things simplify dramatically. For $D>4$ everything $\varphi^{4}$ and higher goes away. For $D=4$ it does not scale. For $D<4$ it actually grows. The idea is that we can keep rescaling until these higher order terms go away. The beauty is we can eventually do a saddle point approximation if we rescale the $\varphi s$ and get a small number out front ( $\frac{1}{\Lambda}$ to some power). So everything falls into place to something where it looks like we can calcualte without doing the horrid integral in Eq. (13.1) (at least not exactly).

## 14 Renormalization Group, Continued

### 14.1 Review of progress so far

We found ourselves in a strange position where we have spent a couple lectures figuring out how to do an integral. It is an important integral, so let us summarize where we are before proceeding forwards. The integral (actually an infinite number; one per lattice site) we are wanting to do is:

$$
\begin{equation*}
Z[T, B=0, N]=\frac{2^{N} e^{-\frac{N D I}{k_{B} T}}}{\sqrt{\operatorname{det}(2 \pi \Delta)}} \int_{-\infty}^{\infty} d \varphi(x) e^{-\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)+\sum_{x} \ln \cosh \varphi(x)} . \tag{14.1}
\end{equation*}
$$

We've made a stab at it; we attempted the saddle point approximation, despite there being nothing in the above formula that suggests the saddle point approximation (where we replace the integral with the maximum value of the integrand) would be good (there is no large number in the negative exponential). But we are physicists, and sometimes we do things anyway even if we don't know why they'll work. Recall that to leading order, the saddle point approximation gave us the mean field theory prediction. So, the free energy $F$ goes as:

$$
F= \begin{cases}c_{1}\left(T-T_{c}\right)^{2} & T>T_{c}  \tag{14.2}\\ c_{2}\left(T_{c}-T\right)^{2} & T<T_{c}\end{cases}
$$

near the critical point. And then we computed corrections (there is a well-defined way to do this in the saddle point approximation; here it might be proposterous to call them "corrections" as they are not necessarily smaller due to the missing large prefactor in the negative exponential). We found that the first order correction was:

$$
\begin{equation*}
\sim\left|T-T_{c}\right|^{D / 2} \tag{14.3}
\end{equation*}
$$

For $D>4$, this term is a higher power of $\left(T-T_{c}\right)$ and so this term does not contribute to the singularity. So in this regime, our crude approximation is justified. But for $D<4$, the corrections are larger than the leading order, and our expansion is nonsense. We need something better.

Note that it is the small wavenumber/large wavelength modes that cause us the problems, here. Last lecture we took the approach of integrating the large wavenumber/short wavelength modes, which is a safe integral and also tell us about the small wavenumber modes. So, let's review that. We split up $\varphi(x)$ into two parts, and consider their Fourier transform:

$$
\begin{align*}
\varphi(x) & =\varphi_{<}(x)+\varphi_{>}(x) \\
& =\int_{|p|<\Lambda} \frac{d^{D} p}{(2 \pi)^{D}} e^{i p \cdot x} \varphi(p)+\int_{|p|>\Lambda} \frac{d^{D} p}{(2 \pi)^{D}} e^{i p \cdot x} \varphi(p) \tag{14.4}
\end{align*}
$$

where the integrals are taken over the Brioullin zone $\Omega_{B}$. In a sense, the Fourier transform is just a change of variables. Think of $\varphi(x)$ as an (infinite) vector, and so is $\varphi(p)$; then the above is just a matrix multiplication. And it is in this sense that we can change the integration variable, because the determinant of the Jacobian of the above transformation has determinant one. This is not obvious, and has subtleties that we are not treating with full rigour (though it could be done in principle). The bottom line is that:

$$
\begin{equation*}
\prod_{x} \int_{-\infty}^{\infty} d \varphi(x)=\int \prod_{p} d \varphi(p)=\int \prod_{p<|\Lambda|} d \varphi(p) \int \prod_{|p|>\Lambda} d \varphi(p) \tag{14.5}
\end{equation*}
$$

where (again), the integral is taken over the Brioullin zone $\Omega_{B}$. We would like to do a Gaussian integral now; something of the form:

$$
\begin{equation*}
\int \prod_{p>|\Lambda|} d \varphi(p) e^{-\frac{1}{2} \varphi \Delta^{-1} \varphi}=e^{-\frac{1}{2} " T^{\prime \prime} \ln \Delta^{-1}}=e^{-\frac{N}{2} \int_{|p|>\Lambda} \frac{d^{D} p}{(2 \pi)^{D}} \ln \Delta^{-1}(p)} \tag{14.6}
\end{equation*}
$$

note that the trace comes up here as it would be the full trace if we took products over all $p$ and not just over the large momentum modes. This is about where we got to last time.

### 14.2 Expansion in Local Operators

We consider an expression of the form:

$$
\begin{equation*}
e^{-S_{\text {eff }}[\varphi<]}=\int_{-\infty}^{\infty} d \varphi_{>}(x) e^{-\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)+\sum_{x} \ln \cosh \varphi(x)} \tag{14.7}
\end{equation*}
$$

where $S_{\text {eff }}$ denotes an effective action. So, we've split the task of finding the partition function into two:

$$
\begin{equation*}
Z[T, B=0, N]=\int d \varphi_{<}(x) e^{-S_{\text {eff }}\left[\varphi_{<}\right]} \tag{14.8}
\end{equation*}
$$

where $d \varphi_{<}(x)=d \varphi(p)_{|p|<\Lambda}$. In the literature, they call this "integrating out" the short-wavelength degrees of freedom. It's big success (which we will reach at some point) inspires people to use this everywhere.

The right thing to do here is to parameterize the general form of the result. What we will say is the following:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\sum_{\Delta} O_{\Delta}(x) \tag{14.9}
\end{equation*}
$$

(Note; the $\varphi$ above is shorthand, which is ok as we integrate out the short-wavelength degrees of freedom). In the above, $O(x)$ is a polynomial in $\varphi(x)$ and "derivatives" of $\varphi(x)$, evaluated at a single point - which of course is just $x$. Let us define the derivatives as:

$$
\begin{equation*}
\nabla_{i} \varphi(x) \equiv \frac{\partial}{\partial x^{i}} \varphi(x)=\int_{|p|<\Lambda} \frac{d^{D} p}{(2 \pi)^{D}} e^{i p \cdot x} \varphi(p) i p_{i} \tag{14.10}
\end{equation*}
$$

Note this is not a lattice derivative (which would be some difference operator); the derivatives are defined in terms of the Fourier transform. Some examples of local operators are:

$$
\begin{equation*}
\frac{\lambda_{n}}{n!} \varphi^{n}(x), \quad \varphi(x) \nabla_{i} \varphi(x), \frac{1}{2} \nabla \varphi(x) \cdot \nabla \varphi(x) \ldots \tag{14.11}
\end{equation*}
$$

Note that the $\mathbb{Z}_{2}$ symmetry of the Ising model comes back here; it tells us that we can neglect all terms with an odd number of $\varphi \mathrm{s}$, and only consider terms with an even number of $\varphi \mathrm{s}$.

As an example, consider:

$$
\begin{equation*}
\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y) \tag{14.12}
\end{equation*}
$$

(where again we have dropped the < but it is implied). This has nice expansion in terms of local operators; but it is worth noting that the above is actually a nonlocal operator as we have $\varphi$ evaluated at two different points.

$$
\begin{equation*}
\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)=\frac{1}{2} \int_{|p|<\Lambda} \frac{d^{D} p}{(2 \pi)^{D}} \varphi(-p) \varphi(p) \Delta^{-1}(p) \tag{14.13}
\end{equation*}
$$

Now, if we Taylor expand:

$$
\begin{equation*}
\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)=\frac{1}{2} \int \frac{d^{D} p}{(2 \pi)^{D}} \varphi(-p) \varphi(p)\left(\Delta^{-1}(0)+\mathbf{p}^{2} \Delta-1^{\prime \prime}(0)+\left(\mathbf{p}^{2}\right)^{2} \Delta^{-1(4)}+\sum_{i} p_{i}^{4} \Delta+\ldots\right) \tag{14.14}
\end{equation*}
$$

note that originally the $\mathbf{p}^{2}$ term is actually a $p_{i} p_{j}$ but the lattice symmetry reduces this to the $\mathbf{p}^{2}$ above. The lattice symmetry results in similar simplifications for the successive terms. So then:

$$
\begin{equation*}
\frac{1}{2} \sum_{x y} \varphi(x) \Delta^{-1}(x, y) \varphi(y)=\sum_{x} \frac{\varphi^{2}(x)}{2} \Delta(0)+\sum_{x} \frac{(\nabla \varphi(x))^{2}}{2} \Delta^{\prime \prime}(0)+\ldots \tag{14.15}
\end{equation*}
$$

Of course, these local operators have coefficients which come from the contributions from other parts of the integral. We don't really know what these are, so we don't get lost in the details (they certainly exist as the integral is finite).

So, this finishes the course graining step, where in terms of the local operators:

$$
\begin{equation*}
S_{\mathrm{eff}}=\sum_{x} \frac{\tau}{2} \varphi^{2}(x)+\sum_{x} \frac{c}{2}(\nabla \varphi)^{2}+\sum_{X} \frac{\lambda}{4!} \varphi^{4}(x)+\ldots \tag{14.16}
\end{equation*}
$$

### 14.3 Rescaling

Now, let us rescale $\varphi \rightarrow \frac{1}{\sqrt{c}} \varphi$ :

$$
\begin{equation*}
S_{\mathrm{eff}}=\sum_{x} \frac{\tau^{\prime}}{2} \varphi^{2}(x)+\sum_{x} \frac{1}{2}(\nabla \varphi)^{2}+\sum_{X} \frac{\lambda^{\prime}}{4!} \varphi^{4}(x)+\ldots \tag{14.17}
\end{equation*}
$$

Now we come to the step where we take our block spins and reset the scale so they look like the original spins. Let us scale $\varphi(x) \rightarrow \Lambda^{\frac{D-2}{2}} \varphi(\Lambda x)$. Now, our effective action has the form:

$$
\begin{equation*}
S_{\mathrm{eff}}=\sum_{x} \Lambda^{D} \frac{1}{2}(\nabla \varphi(x))^{2}+\int d^{D} x \frac{\tau}{2 \Lambda^{2}} \varphi^{2}(x)+\int d^{4} D x \Lambda^{D-4} \frac{\lambda}{4!} \varphi^{4}(x)+\ldots \tag{14.18}
\end{equation*}
$$

where since $\Lambda$ can be made arbitrarily small, the sums have been converted into integrals (this is the definition of the Riemann integral). The first term is always stable, the second term seems to blow up but we can control by fine-tuning of the $\tau$ parameter. The third term is very interesting. This seems to scale to zero as $\Lambda$ becomes very small, so long as $D>4$. And this is true for all terms $\varphi^{n}$ with $n \geq 4$. So, really the only term of interest here is the quadratic term. This observation is what gives us mean field theory.

So, consider a local operator with $p \nabla \varphi \mathrm{~s}$ and $q \varphi \mathrm{~s}$. We then have under rescaling that:

$$
\begin{equation*}
O_{\Delta}(x) \rightarrow \Lambda^{\frac{D-2}{2} q+p} O_{\Delta}(\Lambda x) \tag{14.19}
\end{equation*}
$$

There is a large difference in the behaviour depending on the exponent on $\Lambda$ :

$$
\frac{D-2}{2} q+p= \begin{cases}>D & \text { Irrelevant (scales to zero) }  \tag{14.20}\\ =D & \text { Marginal } \\ <D & \text { Relevant }\end{cases}
$$

Since the exponent scales with $q, p$, most operators are actually irrelevant. At the expense of going from discrete degrees of freedom to functions, we have greatly simplified the possibilities for the theory to be more or less covered by a few parameters.

## 15 Renormalization Group, Part III

### 15.1 Review - Effective Actions in Various Dimensions, Symmetries

We've been recasting the Ising problem into a field theory. We dispensed of the short wavelength degrees of freedom - not by doing a hard integral but by manipulating the effective action. We saw the payoff which is that the form of the problem simplifies greatly when we look at the second transformation of the renormalization group.

For $D>4$, we have:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int d^{D} x\left(\frac{1}{2}(\nabla \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)\right) \tag{15.1}
\end{equation*}
$$

which starts to look very simple (only quadratic operators are marginal); we know how to solve theories for which the energy functional is just a Gaussian.

For $D=4$, another operator becomes marginal, and for $D<4$ it becomes relevant; i.e. we get a $\varphi^{4}$ term:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int d^{D} x\left(\frac{1}{2}(\nabla \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{\lambda}{4!} \varphi^{4}(x)\right) \tag{15.2}
\end{equation*}
$$

For $D=3$ yet another operator becomes marginal (and for $D<3$ it becomes relevant):

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int d^{D} x\left(\frac{1}{2}(\nabla \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{\lambda}{4!} \varphi^{4}(x)+\frac{\tilde{\lambda}}{6!} \varphi^{6}(x)\right) \tag{15.3}
\end{equation*}
$$

for 2 dimensions and less things go off the rails and this technique becomes less powerful.
Some comments on symmetry; there is a $\mathbb{Z}_{2}$ symmetry for each (which makes sense as this is a symmetry of the Ising model). For $D>4$ there is an emergent rotational symmetry, but this is not true for lower dimensions; e.g. the $\varphi^{4}$ term breaks general rotational symmetry (only rotations that preserve the lattice are symmetries). We should be really happy about this emergent rotational symmetry; a macroscopic piece of iron does look to us as homogenous/isotropic, so it makes physical sense that we should see this symmetry emerging.

### 15.2 Solving $D>4$

But, we still have to deal with what is leftover. Let us deal with the simplest one; the $D>4$. This is just going to be a Gaussian integral to solve for the partition function. If $\tau=0$, we have a singularity... but we should be able to make sense of $\tau<0$. To deal with this, we add a very small $\lambda \varphi^{4}$ term.

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int d^{D} x\left(\frac{1}{2}(\nabla \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{\lambda}{4!} \varphi^{4}(x)\right) \tag{15.4}
\end{equation*}
$$

We are considering $\lambda \ll 1$, and we consider the transformation $\varphi(x) \rightarrow \frac{1}{\sqrt{\lambda}} \varphi$ for which the effective action becomes:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\frac{1}{\lambda} \int d^{D} x\left(\frac{1}{2}(\nabla \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{1}{4!} \varphi^{4}(x)\right) \tag{15.5}
\end{equation*}
$$

Now we have a very large number $\frac{1}{\lambda}$ which can justify our saddle point approximation integration technique when solving for $Z$ :

$$
\begin{align*}
Z[T, N] & =\int d \varphi(x) e^{-\frac{1}{\lambda} \int d^{D} x\left(\frac{1}{2}(\boldsymbol{\nabla} \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{1}{4!} \varphi^{4}(x)\right)}  \tag{15.6}\\
& \approx e^{-\frac{1}{\lambda} \inf _{\varphi} \int d^{D} x\left(\frac{1}{2}(\boldsymbol{\nabla} \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{1}{4!} \varphi^{4}(x)\right)}
\end{align*}
$$

which just gives the mean field theory prediction of:

$$
\begin{equation*}
e^{-\frac{1}{2} \operatorname{Tr} \ln \left(-\nabla^{2}+\tau+\frac{\varphi^{2}}{2}\right)} \tag{15.7}
\end{equation*}
$$

which is just going to give us the mean field theory prediction. We can look for corrections, and we will have a controlled perturbation theory. Mean field theory is exact for $D>4$ for the Ising model.

### 15.3 Analyzing other cases

In this regime we have nonlinearities in the effective action. $D=4$ it turns out that the nonlinearities scale to zero, and so there we also have a mean field theory description. There is an analog to quantum field theory and the standard model of particle physics here. In the standard model, we have one real scalar field, the Higgs field, and it is in the condensed field. If it is described by mean field theory for $D=4$ (including the time dimension to the 3 spatial dimensions), then the standard model (Higgs field) is in the same universality class as MFT; this is quite interesting (though controversial).

The most interesting case physically, $D=3$ is the most difficult case to solve. There, $\lambda$ grows like crazy, and we get far from the Gaussian regime where we have any idea how to do the integral. And this is more or less the end of the story for attacking this directly in dimension 3. There is no obvious way to proceed. There is a non-obvious way to proceed, and there isn't a great physical reasoning for it, but it is kind of a wonderful mathematical accident. We will try to control the growth of $\lambda$. At $D=4 \lambda$ is stable, and slightly below 4 it tries to grow. But we can try to stay crowded right up to $D=4$, which should make $\lambda$ grow less quickly, and we can control the speed of growth via rescaling. There are then nonlinearities that push $\lambda$ to shrink. Perhaps there is a spot for which $\lambda$ is stable. Where is this spot? If we are close to $D=4$, this will be when $\lambda$ is small, and we can try perturbation theory in $\lambda$.

### 15.4 Analysis when $D=4-\epsilon$

We consider $D=4-\epsilon$ for $0<\epsilon \ll 1$. The integral we want to calculate is:

$$
\begin{equation*}
\mathrm{Z}=\int d \varphi(x) e^{-\int d^{4-\epsilon} x\left(\frac{1}{2}(\boldsymbol{\nabla} \varphi)^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{\lambda}{4!} \varphi^{4}(x)\right)} \tag{15.8}
\end{equation*}
$$

From RG, we know that:

$$
\begin{equation*}
\lambda=\Lambda^{-\epsilon} \tag{15.9}
\end{equation*}
$$

eventually this is a large number as $\Lambda$ is small, but we can control how large by making $\epsilon$ small.
Fourier transforming, we have:

$$
\begin{equation*}
\varphi(x)=\int_{|\mathbf{p}| \leq 1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4 \epsilon}} e^{i p \cdot x} \varphi(p) \tag{15.10}
\end{equation*}
$$

we have a cutoff here (momentum modes up to a certain scale - before it was really small wavenumbers, but under rescaling the cutoff became one).

We now integrate over $\varphi(p)$, for $\tilde{\Lambda} \leq|p| \leq 1$. We get another effective action from doing another RG rescaling. This means taking $\varphi(x)$ and doing the same procedure as before:

$$
\begin{equation*}
\varphi(x)=\varphi_{<}(x)+\varphi_{>}(x) \tag{15.11}
\end{equation*}
$$

Now we have to do something in order to do this integral. We will assume that $\lambda$ begins small enough such that we can do a saddle point approximation - else we aren't really able to do anything meaningful here.

So, we plug in $\varphi(x)=\varphi_{<}(x)+\varphi_{>}(x)$ into our integrals, try to integrate $\varphi$ greater than, and then use a saddle point approximation to solve. Let us write the effective action, after doing the integration:

$$
\begin{equation*}
S_{\mathrm{eff}}\left[\varphi_{<}\right]=\int d^{4-\epsilon} x\left(\frac{1}{2}\left(\nabla \varphi_{<}\right)^{2}+\frac{\tau}{2} \varphi_{<}^{2}(x)+\frac{\lambda}{4!} \varphi_{<}^{4}(x)\right)+\frac{1}{2} \operatorname{Tr} \ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)+O(\lambda) \tag{15.12}
\end{equation*}
$$

This is a complicated object... There is a dependence on $x$, so $-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi^{2}$ is a differnetial operator and is also a function of $x$. So finding the eigenvalues of it to do the trace of the logarithm is hard - actually since we don't know $\varphi_{<}(x) \mathrm{i}$, it is not only hard but impossible. If we assume that $\varphi_{<}$is a constant, we get the $\varphi<$ that sit inside the integral. To correct that, we look at expansions in derivatives of $\varphi$; but this is not particualrly interesting however, as most of these will be irrelevant, except for $\left(\nabla \varphi_{<}\right)^{2}$, except this term has no corrections anyway.

And that's really all we can do here. All we have to do is figure out what the trace $\log$ is when $\varphi$ is a constant. In this case, the trace log term is kind of easy:

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr} \ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)=\frac{1}{2} \int d^{4-\epsilon} x \int_{\tilde{\Lambda} \leq|p| \leq 1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \ln \left(\mathbf{p}^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right) \tag{15.13}
\end{equation*}
$$

the last complication would be carrying out this integral in $4-\epsilon$ dimensions. But we do not even do that; we set $\epsilon=0$ for this term and carry out the integral in the (easier) four dimensions. There is a scaling argument for this... which I did not quite follow.

So, we do this integral in four dimensions, and doing it approximately, Taylor expanding to order $\varphi_{<}^{4}$. So, let us work on this a little. We do the integral in 4-dimensional polar coordinates as the integrand only depends on the radius $\mathbf{p}^{2}$ :

$$
\begin{align*}
& \frac{1}{2} \int d^{4-\epsilon} x \int_{\tilde{\Lambda} \leq|p| \leq 1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \ln \left(\mathbf{p}^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right) \\
& \approx \frac{1}{2} \frac{1}{(2 \pi)^{4}} 2 \pi^{2} \int p^{3} d p\left(\ln \left(p^{2}+\tau\right)+\frac{\lambda}{2} \frac{\varphi^{2}}{2} \frac{1}{p^{2}+\tau}-\frac{1}{2}\left(\frac{\lambda}{2}\right)^{2}\left(\frac{\varphi^{2}}{2}\right)^{2} \frac{1}{\left(p^{2}+\tau\right)^{2}}+\ldots\right) \tag{15.14}
\end{align*}
$$

where the $2 \pi^{2}$ is the volume of the 3 -sphere, and comes out from the angular integrations. Now, $\tau$ is really tunable; and we would like to tune it to $0 \ldots$ it has the property that it blows up as we do the RG transformation. This is known as the hierarchy problem in HEP. So, let's make this even easier for us and put $\tau=0$. We drop the $\ln \left(p^{2}+\tau\right)$ as we just get some $\tau$ dependent constant which does not contribute to the singularity.

$$
\begin{align*}
& \frac{1}{2} \int d^{4-\epsilon} x \int_{\tilde{\Lambda} \leq|p| \leq 1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \ln \left(\mathbf{p}^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right) \\
& \approx \frac{1}{2} \frac{1}{(2 \pi)^{4}} 2 \pi^{2} \int p^{3} d p\left(\frac{\lambda}{2} \frac{\varphi^{2}}{2} \frac{1}{p^{2}}-\frac{1}{2}\left(\frac{\lambda}{2}\right)^{2}\left(\frac{\varphi^{2}}{2}\right)^{2} \frac{1}{\left(p^{2}+\tau\right)^{2}}+\ldots\right)  \tag{15.15}\\
& =\frac{1}{2} \frac{1}{(2 \pi)^{4}}\left(2 \pi^{2}\right)\left(\frac{\lambda}{8}\left(1-\tilde{\Lambda}^{2}\right) \varphi^{2}-\frac{\lambda^{2}}{8} \frac{\varphi^{4}}{4} \ln \frac{1}{\Lambda}\right)
\end{align*}
$$

where the first term corresponds to the correction to the term $\frac{\tau}{2} \varphi_{<}^{2}(x)$ in the effective action. The second term corrects $\frac{\lambda}{4!} \varphi_{<}^{4}(x)$ :

$$
\begin{equation*}
\int d^{4} x\left(\frac{\lambda}{4!}-\frac{\lambda^{2}}{2^{9} \pi^{2}} \ln \frac{1}{\tilde{\Lambda}}\right) \varphi^{4} \tag{15.16}
\end{equation*}
$$

Now we want to rescale - do the second part of the RG transformation. We rescale $\varphi(x)=\tilde{\Lambda} \frac{D-2}{2} \varphi(\tilde{\Lambda} x)$, where $\frac{D-2}{2}=\frac{4-\epsilon-2}{2}=1-\frac{\epsilon}{2}$. So then:

$$
\begin{equation*}
\int d^{4-\epsilon} x \frac{1}{\tilde{\Lambda}^{4-\epsilon}} \tilde{\Lambda}^{4(1-\epsilon / 2)}\left(\frac{\lambda}{4!}-\frac{\lambda^{2}}{2^{9} \pi^{2}} \ln \frac{1}{\tilde{\Lambda}}\right) \varphi^{4}(x) \tag{15.17}
\end{equation*}
$$

for $\epsilon$ small the $\tilde{\Lambda}$ almost goes away.

$$
\begin{equation*}
\int d^{4-\epsilon} x\left(\frac{\lambda}{4!} \varphi^{4}(x)-2 \epsilon \frac{\lambda}{4!} \varphi^{4}(x) \ln \tilde{\Lambda}-\frac{\lambda^{2}}{2^{9} \pi^{2}} \ln \frac{1}{\tilde{\Lambda}} \varphi^{4}(x)\right) \tag{15.18}
\end{equation*}
$$

now we can see the two competing effects. The coupling constant grows due to the first term, and it shrinks due to the second term. In fact, we might think of this as:

$$
\begin{equation*}
\int d^{4-\epsilon} \frac{\lambda_{\text {eff }}}{4!} \varphi^{4}(x) \tag{15.19}
\end{equation*}
$$

and from the above line, we can determine how $\lambda_{\text {eff }}$ changes as we do the RG transformation, and the way to do that is to look at the logarithmic derivative by $\tilde{\Lambda}$ :

$$
\begin{equation*}
\tilde{\Lambda} \frac{\mathrm{d}}{\mathrm{~d} \tilde{\Lambda}} \lambda_{\mathrm{eff}}=-2 \epsilon \lambda+\frac{3}{64 \pi^{2}} \lambda^{2}+\ldots \tag{15.20}
\end{equation*}
$$

which tells us how $\lambda_{\text {eff }}$ varies as we repeat the RG transformation. It is a flow equation in a sense, as to the same order of approximation, we can put $\lambda_{\text {eff }}$ into $\lambda$ on both sides and (to an order of approximation/powers of $\epsilon$ ) be correct. Solving this tells us about the flow, but we don't even really have to solve it; we can simply look at its graph.


Figure 15.1: Graph of $\beta$ function.
If the RHS is zero somehow, the flow stops. So, there are fixed points of the flow. If we start in the gap, we are trapped between two zeros in the $\beta$ function, and integrating more parts of the fields pushes us towards the right fixed point; $\lambda=\frac{128 \pi^{2}}{3} \epsilon$. So, we can integrate out into we flow to that point, and use this to compute something.

## 16 Renormalization Group, Part IV ( $\beta$ Functions)

### 16.1 Review

Last class got a little bit technical, and this is to a degree unavoidable; the beauty of the renormalization group goes through a path with a lot of technical material (if we want to do anything quantitative with it). Last time, we got up to the point of computing the $\beta$ function for the coupling constants for the effective action. Let us recap this and then go on to discuss how we use these - how we use these is also quite technical, but we will show how to obtain critical exponents from them.

We write the partition function as a certain kind of functional integral:

$$
\begin{equation*}
Z=\int d \varphi(x) e^{-S_{\mathrm{eff}}[\varphi]} \tag{16.1}
\end{equation*}
$$

which is the same as the old partition function up to a constant; but since we are only interested in calculating correlation functions in the $\varphi s$ (where the constants will cancel) and the critical behaviour near the phase transition (where since the constant is non-singular in the temperature, it will not contribute), we can neglect the constants in our discussion.

We consider dimensions near $4 ; D=4-\epsilon$. Our effective action is:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int d^{4-\epsilon} x\left(\frac{1}{2}(\nabla \varphi(x))^{2}+\frac{\tau}{2} \varphi^{2}(x)+\frac{\lambda}{4!} \varphi^{4}\right) \tag{16.2}
\end{equation*}
$$

the argument to get this was follows; we considered an expansion in local operators, and then found that most of these were irrelevant (they could be scaled arbitrarily close to zero). What we have kept are the relevant and marginal operators. Right at $D=4$, the $\varphi^{2}$ is relevant and $(\nabla \varphi)^{2}$ and $\varphi^{4}$ are marginal. Relevant means they grow under scaling, marginal means they are unchanged under scaling. However note that the fact that the $\varphi^{2}$ gets large here is OK; no matter how much $\tau$ wants to grow, we can tune it to a regime where it does not grow.

We use the word "operator" here even though this is all classical statistical mechanics. The sense in which they are is that $\varphi$ is really a random variable. And in that sense, you can think of taking correlators of $\varphi$ like taking expectation values of operators in quantum mechanics.

It is also worth pointing out the striking similarity to functional integrals we have seen in quantum field theory. The primary difference; QFT lives in minkowski space where $x_{i} x^{i}=-x_{0}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{3}$ (with $x_{0}$ the time coordinate) but here everything is Euclidean.

Another comment; we are analyzing the Ising model, but very little of the Ising model survives here. Although little survives, that which does is quite important. The dimension $D$ remains as a parameter. Another thing is the $\mathbb{Z}_{2}$ symmetry; the theory is unchanged under interchange of $\varphi \leftrightarrow-\varphi$. Finally, the fact that the interactions are local are encoded in the theory here (although it is hard to see). Note that this technique also predicts the correct universality class for the Ising model.

Last time, we talked about studying this theory, and we have learned that pure perturbation theory (that is - a straightforward saddle point evaluation of the integral) would not work. This is because the terms of order $\lambda$ becomes singular as the temperature is tuned to the critical temperature. The terms of order $\frac{1}{\lambda}$ are mean field. Straightforwards calculation is not in the cards for us. So we take a different route - to somehow figure out how $\lambda$ changes as we do another renormalization group transformation. Now, there is no reason staring at this equation we should expect this to work. If we integrate out the large wavenumber components and do another renormalization group transformation defining an effective action fro the small wavenumbers, $\lambda$ tends to grow (and this can be ascertained via dimensional analysis only). But there are also corrections; the new $\lambda$ is a function of the old one, and it is not linear; these nonlinearities tend to push $\lambda$ to decrease. At some point these two should balance.

### 16.2 Another round of RG

So - We take our theory and break up $\varphi$ into large and small wavenumber components:

$$
\begin{align*}
\varphi & =\varphi_{<}(x)+\varphi_{>}(x)  \tag{16.3}\\
\int d \varphi(x) \ldots & =\int d \varphi_{<}(x) d \varphi_{>}(x) \ldots \tag{16.4}
\end{align*}
$$

This sort of calculation - the bad parts of PT does not hold as the integration over the large wavenumbers does not produce a singularity. This becomes an exercise in doing a Gaussian integral, out of which we get another effective action:

$$
\begin{equation*}
S_{\mathrm{eff}}\left[\varphi_{<}+\varphi_{>}\right]=S_{\mathrm{eff}}\left[\varphi_{<}\right]+\int d^{4-\epsilon} x\left(\frac{1}{2}\left(\nabla \varphi_{>}\right)^{2}+\frac{\tau}{2} \varphi_{>}^{2}+\frac{\lambda}{2} \varphi_{<}^{2} \varphi_{>}^{2}\right)+\ldots \tag{16.5}
\end{equation*}
$$

We're now doing an expansion in $\lambda$; so truncating is a consistent to do. Now, doing an integral in $\varphi_{>}$is just the familiar Gaussian integral - we then obtain:

$$
\begin{equation*}
\int d^{4-\epsilon} x\left(\frac{1}{2}\left(\nabla \varphi_{<}\right)^{2}+\frac{\tau}{2} \varphi_{<}^{2}+\frac{\lambda}{4!} \varphi_{<}^{4}\right)+\frac{1}{2} \operatorname{Tr} \ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)+\ldots \tag{16.6}
\end{equation*}
$$

this is not yet quite $S_{\text {eff }}$ as we are yet to do the rescaling. So now, there are a few things left to do. First, we have to evaluate the above; this seems impossible but maybe there is something we can do. Then there is the scaling transformation. For the old theory, in Eq. (16.2), our cutoff was $|p|=1$ :

$$
\begin{equation*}
\varphi(x)=\int_{|p|<1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} e^{i p \cdot x} \varphi(p) \tag{16.7}
\end{equation*}
$$

So in the $\varphi_{>}$integral, we took $\Lambda \leq|p|<1$, and in the $\varphi_{>}$integral we took $0 \leq|p| \leq \Lambda$. So $\varphi_{<}$has "cutoff" $\Lambda$. We now rescale things so the cutoff is set back to 1 . We then get a new $\lambda$ and new $\tau$, and we do this to learn what the new $\lambda / \tau$ look like as a function of the old.

### 16.3 Computing Corrections

Now, $-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}$ is a differential operator, which we can view as a matrix on function space:

$$
\begin{equation*}
\left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right) \delta(x-y) \tag{16.8}
\end{equation*}
$$

to calculate the trace log, the only way forwards is to find the eigenvalues of the matrix. Then, the log of the matrix is just the matrix with the log eigenvalues. But this is of course impossible as the matrix contains an arbitrary function $\varphi_{<}$. So, what to do? What I am really interested in is how the matrix depends on $\varphi_{<}$. So, I could for example do perturbation theory in $\varphi_{<}$. So, let's have a look at that.

To zeroth order, we have:

$$
\begin{equation*}
\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)\right)=\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau\right)\right) \tag{16.9}
\end{equation*}
$$

by setting $\varphi_{<}=0$. But this just gives a $\varphi_{<}$independent constant in our action, so we can neglect it (and don't have to worry about evaluating). To the next order, we have:

$$
\begin{equation*}
\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)\right)=\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau\right)\right)+\operatorname{Tr}\left(\ln \left(1+\frac{1}{-\nabla^{2}+\tau} \frac{\lambda \varphi_{<}^{2}}{2}\right)\right) \tag{16.10}
\end{equation*}
$$

which we can then do a power series expansion in the logarithm:
$\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)\right)=\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau\right)\right)+\operatorname{Tr} \frac{1}{-\nabla^{w}+\tau} \frac{\lambda \varphi_{<}^{2}}{2}-\frac{1}{2} \operatorname{Tr}\left(\frac{1}{-\nabla^{2}+\tau} \frac{\lambda \varphi_{<}^{2}}{2} \frac{1}{-\nabla^{2}+\tau} \frac{\lambda \varphi_{<}^{2}}{2}\right)+\ldots$
where note by the cyclicity of the trace the order of the operators appearing in the last term does not matter (even if they do not commute). We can neglect about the higher order terms as they will scale to zero. Dropping the first term:

$$
\begin{equation*}
\operatorname{Tr}\left(\ln \left(-\nabla^{2}+\tau+\frac{\lambda}{2} \varphi_{<}^{2}\right)\right)=\operatorname{Tr} \frac{1}{-\nabla^{w}+\tau} \frac{\lambda \varphi_{<}^{2}}{2}-\frac{1}{2} \operatorname{Tr}\left(\frac{1}{-\nabla^{2}+\tau} \frac{\lambda \varphi_{<}^{2}}{2} \frac{1}{-\nabla^{2}+\tau} \frac{\lambda \varphi_{<}^{2}}{2}\right) \tag{16.12}
\end{equation*}
$$

Now, let's analyze what we have:

$$
\begin{equation*}
\operatorname{Tr} \frac{1}{-\nabla^{2}+\tau} \frac{\lambda \varphi_{<}^{2}}{2} \tag{16.13}
\end{equation*}
$$

the first term is:

$$
\begin{equation*}
\int d^{4-\epsilon} y\left(\frac{1}{-\nabla^{2}+\tau}\right) \delta(x-y)=\int d^{4-\epsilon} y \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \frac{e^{i p(x-y)}}{p^{2}+\tau} \tag{16.14}
\end{equation*}
$$

and the second term is:

$$
\begin{equation*}
\lim _{z \rightarrow x} \int d^{4-\epsilon} y \frac{\lambda}{2} \varphi_{<}^{2}(y) \delta(y-z) \tag{16.15}
\end{equation*}
$$

So:

$$
\begin{equation*}
\int d^{4-\epsilon} x \int d^{4-\epsilon} y \int \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \frac{e^{i p(x-y)}}{p^{2}+\tau} \tag{16.16}
\end{equation*}
$$

so at the end of the day we have:

$$
\begin{equation*}
\left(\int \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \frac{1}{p^{2}+\tau}\right) \int d^{4-\epsilon} \frac{\lambda}{2} \varphi_{<}^{2}(y) \tag{16.17}
\end{equation*}
$$

so here, we have found exactly the coefficient for the correction to $\varphi_{<}^{2}$. We can proceed and do the same for the $\varphi_{<}^{4}$ term. And we can then go ahead and obtain a new theory, i.e. a new effective action. Our scaling is:

$$
\begin{equation*}
\varphi(x) \rightarrow \Lambda^{\frac{2-\epsilon}{2}} \varphi(\Lambda x) \tag{16.18}
\end{equation*}
$$

which sets $\Lambda \rightarrow 1$, and we get a new effective action:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int\left(\frac{1}{2}(\nabla \varphi)^{2}+\frac{\tilde{\tau}}{2} \varphi^{2}+\frac{\tilde{\lambda}}{4!} \varphi^{4}\right) \tag{16.19}
\end{equation*}
$$

where we drop the $<$ on the $\varphi$ s. The new $\tilde{\tau} / \tilde{\lambda}$ s are:

$$
\begin{equation*}
\tilde{\tau}=\frac{\tau}{\Lambda^{2}}+\frac{\lambda}{32 \pi^{2}}\left[\left(\frac{1}{\Lambda^{2}}-1\right)-\frac{\tau}{\Lambda^{2}} \ln \frac{1+\tau}{\Lambda^{2}+\tau}\right] \tag{16.20}
\end{equation*}
$$

so we get something whose size is controlled by $\lambda$ and depends on $\Lambda, \tau$. In a way, this is a correction to $T_{\mathcal{C}}$. We can also do the integrals for the fourth order terms:

$$
\begin{equation*}
\tilde{\lambda}=\lambda-\epsilon \lambda \ln \Lambda-\frac{3}{32 \pi^{2}} \lambda^{2}\left[\ln \frac{1+\tau}{\Lambda^{2}+\tau}-\tau\left(\frac{1}{\Lambda^{2}+\tau}-\frac{1}{1+\tau}\right)\right] \tag{16.21}
\end{equation*}
$$

which is the endpoint of some awful integrals.

### 16.4 Evolution of the Theory

So, we can now see how our theory evolves:

$$
\begin{align*}
\left.\Lambda \frac{\partial}{\partial \Lambda} \tilde{\lambda}(\Lambda)\right|_{\Lambda=1} & =-\epsilon \lambda+\frac{3}{32 \pi^{2}} \lambda^{2}  \tag{16.22}\\
\left.\Lambda \frac{\partial}{\partial \Lambda} \tilde{\tau}(\Lambda)\right|_{\Lambda=1} & =-2 \tau-\frac{\lambda}{16 \pi^{2}} \tag{16.23}
\end{align*}
$$

Here we see the balance of $\lambda$ being pushed to increase/decease. If we think of this as a flow (and there is a good reason to think of this in that way) then the LHS is the rate of the flow, and the sign of the RHS gives the direction. If I plot the RHS, which we call $\beta(\lambda)$, we get: so wherever I start with $\lambda$, the


Figure 16.1: Graph of $\beta$ function.
RG pushes it towards the Wilson-Fisher fixed point. This is an attractor, which should determine in some sense the physics of this model. Also notice that $\lambda \neq 0$ here, so the model is intrinsically interacting. Note the reason why this program succeeds is that the Wilson-Fisher fixed point is isolated, which we will see the reason for in a future lecture.

Note that until the conformal bootstrap was invented, fancy asymptotic techniques of setting $\epsilon=1$ was considered the systematic solution to second order phase transitions.

This has been technical - going through it maybe we are a bit dissapointed. Something so powerful shouldn't be so technical. This might mean that there are still ideas to be had, to understand the parts of this that are mathematical and not very physical.

Next time, we go through how to use this to calculate critical exponents. Note that perturbation theory will not work for this. Perturbation theory will be ruined by the scaling as we come up to the phase transition point (as we expand around MFT which is less singular than the perturbations). What we will need is to look at the renormalization group.

## 17 Renormalization Group, Part V (Critical Exponents)

### 17.1 Correlation Functions

Suppose we want to calculate the correlation function of two spins. Our renormalization group machinery allows us to do this systematically. We calculate:

$$
\begin{equation*}
\langle\varphi(x) \varphi(y)\rangle=\frac{\int d \varphi(x) e^{-S_{\text {eff }}}[\varphi]}{\int d \varphi(x) \varphi(y)} \tag{17.1}
\end{equation*}
$$

this is almost correct; on the LHS $\varphi$ is the original field variable, and on the RHS the $\varphi$ appearing in the integrations is actually the rescaled variable. Both the coordinates have changed (this is not a big deal; we can do the same on the other side. Just "zooming out") but there is also a factor by which we have rescaled $\varphi$, which we call $z(\Lambda)$ (as it can depend on the cutoff, in general):

$$
\begin{equation*}
\langle\varphi(x) \varphi(y)\rangle=\frac{\int d \varphi(x) e^{\left.-S_{\text {eff }} \mid \varphi\right]} z(\Lambda) \varphi(x) \varphi(y)}{\int d \varphi(x) e^{-S_{\text {eff }}(\varphi]}}=z(\Lambda) G(x, y) \tag{17.2}
\end{equation*}
$$

The main trick of the renormalization group - on the LHS we have the original problem. The parameter $\Lambda$ is just some invention we did to solve the problem, so the LHS can't possibly depend on it. But on the RHS a bunch of things depend on it.... but this can't possibly be. If the LHS does not depend on $\Lambda$, then the RHS must also be $\Lambda$ independent. This implies that:

$$
\begin{equation*}
\left(\Lambda \frac{\partial}{\partial \Lambda}+\sum_{i} \beta_{i}\left(\lambda_{i}\right) \frac{\partial}{\partial \lambda_{i}}\right)(z(\Lambda) G(x, y))=0 . \tag{17.3}
\end{equation*}
$$

The way we computed these things, this is basically a flow equation. This is some nontrivial information that we can use somewhere. Now usually, we can pull the $z(\lambda)$ out of this equation - if we define $\gamma=\frac{1}{z(\Lambda)} \Lambda \frac{\partial}{\partial \Lambda} z(\Lambda)$, we then have:

$$
\begin{equation*}
\left(\Lambda \frac{\partial}{\partial \Lambda}+\gamma \frac{\partial}{\partial \gamma}+\sum_{i} \beta_{i}\left(\lambda_{i}\right) \frac{\partial}{\partial \lambda_{i}}\right) G(x, y)=0 \tag{17.4}
\end{equation*}
$$

Now, we determine $G(x, y)$ perturbatively. To leading order, we have:

$$
\begin{equation*}
G(x, y)=\int_{|p|<1} \frac{d^{4} p}{(2 \pi)^{4}} \frac{e^{i p(x-y)}}{p^{2}+\tau} \sim \frac{\int d \varphi e^{-\frac{1}{2} d^{4} x\left((\boldsymbol{\nabla} \varphi)^{2}+\tau \varphi^{2}\right)} \varphi(x) \varphi(y)}{\int d \varphi e^{-\frac{1}{2} \int d^{4} x\left((\boldsymbol{\nabla} \varphi)^{2}+\tau \varphi^{2}\right)}} \tag{17.5}
\end{equation*}
$$

And then, if your QFT prof told you to correct this, you would add the $\varphi^{4}$ term to the exponential (making the integral not analytically solvable) and then taylor expand the exponential. This is what we would do in a field theory course, but we do not do this here - not becuase it would be redundant, but because it would give the wrong answer anyway (naive perturbation theory does not work)! So, what we will do is take $G(x, y)$ and enforce constraints such that it obeys Eq. (17.4). In the limit of where $|x-y| \rightarrow \infty$ (i.e. the sites are very far), we have the scaling:

$$
\begin{equation*}
G(x, y) \sim e^{-\sqrt{\tau}|x-y|} \tag{17.6}
\end{equation*}
$$

let us demonstrate why. We can rewrite:

$$
\begin{equation*}
G(x, y)=\int \frac{d^{4} p}{(2 \pi)^{4}} e^{i p(x-y)-\ln \left(p^{2}+\tau\right)} \tag{17.7}
\end{equation*}
$$

if $|x-y| \rightarrow \infty$, a saddle point approximation is justified here. We have the equation:

$$
\begin{equation*}
i(\mathbf{x}-\mathbf{y})-\frac{2 \mathbf{p}^{2}}{p^{2}+\tau}=0 \tag{17.8}
\end{equation*}
$$

which then implies that $\mathbf{p}$ is parallel with $(\mathbf{x}-\mathbf{y})$, and so:

$$
\begin{equation*}
i|\mathbf{x}-\mathbf{y}|=\frac{2 p}{p^{2}+\tau} \tag{17.9}
\end{equation*}
$$

which can then be solved for $\mathbf{p}$ :

$$
\begin{equation*}
-|\mathbf{x}-\mathbf{y}|^{2}\left(p^{2}+\tau\right)^{2}=4 p^{2} \tag{17.10}
\end{equation*}
$$

(and we leave the rest as the exercise). What we learn from this is that the correlation length is $\xi \sim \tau^{-\frac{1}{2}}$ which is one of the critical exponents! We recover mean field theory without doing too much.

### 17.2 Solving the Flow Equations

We can do slightly better by solving the flow equation. We can replace $\tau$ with the flowing $\tau$, and let it flow to the fixed point. For this, we consider/recall the (linearized in $\tau$ ) equations:

$$
\begin{align*}
& \Lambda \frac{\partial}{\partial \Lambda} \tau=-2 \tau-\frac{\lambda}{16 \pi^{2}}  \tag{17.11}\\
& \Lambda \frac{\partial}{\partial \Lambda} \lambda=-\epsilon \lambda+\frac{3 \lambda^{2}}{16 \pi^{2}} \tag{17.12}
\end{align*}
$$

Making the ansatz $\Lambda \sim e^{-t}$, the second equation then becomes:

$$
\begin{equation*}
\frac{\partial \lambda(t)}{\partial t}=\epsilon \lambda(t)-\frac{3 \lambda^{2}(t)}{16 \pi^{2}} \tag{17.13}
\end{equation*}
$$

which we can then solve by separation of variables:

$$
\begin{equation*}
\int \frac{d \lambda}{\epsilon \lambda-\frac{3 \lambda^{2}}{16 \pi^{2}}}=\int d t \tag{17.14}
\end{equation*}
$$

so then (using partial fractions - we might have dropped some factors here)

$$
\begin{equation*}
\int d \lambda\left(\frac{1}{\lambda}+\frac{1}{\frac{16 \pi^{2} \epsilon}{3}-\lambda}\right)=t \tag{17.15}
\end{equation*}
$$

so then:

$$
\begin{equation*}
\lambda=\frac{16 \pi^{2} \epsilon}{3} \frac{1}{1+e^{-t}} \tag{17.16}
\end{equation*}
$$

So we consider the flow of $\lambda$ to the Wilson-Fisher fixed point:

$$
\begin{equation*}
\lambda \rightarrow \lambda^{*}=\frac{16 \pi^{2} \epsilon}{3} \tag{17.17}
\end{equation*}
$$

Now, let us plug $\lambda(t)$ into the $\tau$ equation Eq. (17.11). This is a simple linear (inhomogenous) differential equation, which we now how to solve. Integrating, we then have:

$$
\begin{equation*}
\tau=\left(\frac{\tau}{\Lambda}\right)^{2+\frac{\lambda^{*}}{16 \pi^{2}}} \tag{17.18}
\end{equation*}
$$

we now no longer have $\mathrm{a} \sim \tau^{-\frac{1}{2}}$ but have an offset in the exponent:

$$
\begin{equation*}
\xi=\left(\frac{\tau}{\Lambda}\right)^{-\frac{1}{2}\left(1+\frac{\epsilon}{\zeta}\right)} \sim \tau^{-v} \tag{17.19}
\end{equation*}
$$

where:

$$
\begin{equation*}
v=\frac{1}{2}+\frac{\epsilon}{12} \tag{17.20}
\end{equation*}
$$

So, this rather long song and dance is how we can get critical exponents!
Another easy critical exponent to obtain (which also comes from the two-point function). If we sit on the critical point (where the correlation length has diverged) the two point function should go like a power law. We can learn a lot here from dimensional analysis. At the critical point:

$$
\begin{equation*}
G(x, y)=\int \frac{d^{D} p}{(2 \pi)^{D}} \frac{e^{i p(x-y)}}{p^{2}} \tag{17.21}
\end{equation*}
$$

where $p$ is the wavenumber with dimensions of inverse distance. So by dimensional analysis:

$$
\begin{equation*}
G(x, y)=\frac{1}{|x-y|^{D-2}} \tag{17.22}
\end{equation*}
$$

from which we obtain that $\eta=0$ (as we recall that $G(x, y)=|x-y|^{-D+2+\eta}$ ).
Now we consider the factor out front - what power of $\Lambda$ is it? Actually, to be dimensionally correct, we need $\left(\frac{\Lambda}{p}\right)$ to some power times $\frac{1}{p^{2}}$. And this power we get from looking where $\gamma$ flows to. At the fixed point, it goes to some constant which depends on $\lambda^{*}$ and $\epsilon$ and so on. When we do this and look at the critical point, we find:

$$
\begin{equation*}
\eta=\frac{\epsilon^{2}}{6}+\ldots \tag{17.23}
\end{equation*}
$$

for the other critical exponents - we apply the same logic to the free energy. The free energy should be $\Lambda$ independent as well, so the $\Lambda$ dependence should be cancelled by some the flow of some constants. We would again have to invoke some dimensional analysis and so on.

Next time - we will not go into further technical details of the argument; we have so far gone down the long and winding calculation; the Newton's laws of the 1970s. Where we want to go from here is Newton's law of 2010, just to teach you something that has been invented in this century. Unfortunately, it is a bit more abstract than what we have done, but we'll try to do it in an understandable way. We will think of our effective field theory as driven to the fixed point, where it no longer changes under the renormalization group transformations. In this regime we will study the emergent symmetries; some are obvious, e.g. the emergent continuous translation symmetry, and rotation symmetry. Beyond that, there is also an emergent scale symmetry; the objects transform in a certain way under scaling. To add to this, there is a less obvious symmetry - conformal symmetry. Can we then get anything out of this? It turns out the answer is yes - we can in fact get more out of it than rotational and translational symmetry. It will end up fixing the form of two-point functions, down to a few parameters.

## 18 Consequences of Symmetry

We're in the last chapter of the course; its very abstract, but we'll try to make it palatable. Theorists will love it as it is one of the largest topics in theoretical physics. We won't have an assignment on this material, so your technical understanding will not have to be as sophisticated as the previous topics. This is a subject that was invented in the 1980s, and then developed in this century - this is a graduate level course, so we should at least talk about something developed in the last 20 years.

What we will do here - we will observe that (so far) when we recast the Ising model as a renormalization group problem, at the end of the analysis we had a model with quite a bit of emergent symmetry. Now we will ask the question - can this symmetry do anything for us? We will see the answer is yes, e.g. in calculating correlation functions.

We will find that quantum field theory terminology creeps into this, though everything is quite classical here. Though the kind of statistical averaging we do here is quite similar to how expectation values are taken in QFT/QM (the functional integral formulation). Recall that in the renormalization group analysis, we had a rescaling/zooming out process, which was a "course graining" of the system (which is what we (generally - there are exceptions e.g. STM) do when we analyze material). At this scale, the small $k$ degrees of freedom look continuous.

Through the RG analysis, we found emergent (continuous - not just translations by lattice sites) translation symmetry - that is to say:

$$
\begin{equation*}
\varphi(x) \sim \varphi(x+a) \tag{18.1}
\end{equation*}
$$

where $x, a$ are $D$-dimensional vectors (so actually - we have one translation symmetry per component of $a$, i.e. we have $D$ translation symmetries).

We also saw that the effective action we got after a lot of rescaling looks rotationally invariant. There are also two more symmetries that emerge; namely, scale invariance, and conformal symmetry ${ }^{9}$

### 18.1 Definition of Translation/Rotation Symmetries

Let us begin with translation invariance. If we consider the $N$-point correlation function:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{l}\right)\right\rangle \tag{18.2}
\end{equation*}
$$

then translation symmetry means that the above is equal to the correlation functions with all variables translated by the same number (vector):

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{l}\right)\right\rangle=\left\langle\varphi\left(x_{1}+a\right) \varphi\left(x_{2}+a\right) \ldots \varphi\left(x_{l}+a\right)\right\rangle . \tag{18.3}
\end{equation*}
$$

The same goes for the other symmetries, though it just looks a little more complicated. Rotation is a linear transformation described by a rotation matrix $R$ :

$$
\begin{equation*}
x^{a} \rightarrow \sum_{b=1}^{D} R_{b}^{a} x^{b} \tag{18.4}
\end{equation*}
$$

with the property that the length of the vector is preserved:

$$
\begin{equation*}
\sum_{a=1}^{D} x^{a} x_{a}=x^{2} \rightarrow x^{2} \tag{18.5}
\end{equation*}
$$

Which means that the $R$ matrix is orthogonal:

$$
\begin{equation*}
R R^{T}=\mathbb{I}=R^{T} R \tag{18.6}
\end{equation*}
$$

[^8]Rotation invariance is then defined as:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{l}\right)\right\rangle=\left\langle\varphi\left(R x_{1}\right) \varphi\left(R x_{2}\right) \ldots \varphi\left(R x_{l}\right)\right\rangle \tag{18.7}
\end{equation*}
$$

Note that both translation and rotation symmetries as we discuss them here are emergent. The Ising model as we wrote it down originally does not have these - but these emerged through the Renormalization group transformations.

### 18.2 Implications of Translation/Rotation Symmetries

What does this do for us? It reduces the number of parameters which a correlation function depends on (because of how the correlation functions are equal under transformations). Is there a quick way to figure out how these reduce? Let's go back to translation invariance, and particularly choose translation by $-x_{l}$ :

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{l}\right)\right\rangle=\left\langle\varphi\left(x_{1}-x_{l}\right) \varphi\left(x_{2}-x_{l}\right) \ldots \varphi\left(x_{l}-x_{l}\right)\right\rangle=\left\langle\varphi\left(x_{1}-x_{l}\right) \varphi\left(x_{2}-x_{l}\right) \ldots \varphi(0)\right\rangle \tag{18.8}
\end{equation*}
$$

So we can see that the dependence on parameters has been reduced by $D$ (or 3 numbers)! If we consider the one-point function:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right)\right\rangle=\left\langle\varphi\left(x_{1}-x_{1}\right)\right\rangle=\langle\varphi(0)\rangle=\text { const } \tag{18.9}
\end{equation*}
$$

so the one-point function is constant. For the two point function we have:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=g\left(x_{1}-x_{2}\right) \tag{18.10}
\end{equation*}
$$

so it is a function of the difference of the two sites only (so $D$ parameters). If we add rotation symmetry to the mix, this further reduces:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=g\left(\left\langle x_{1}-x_{2}\right\rangle\right) \tag{18.11}
\end{equation*}
$$

where we can rotate until $x_{1}, x_{2}$ align on the real axis, and so it is only a function of the magnitude of the difference of the two sites; it only depends on one number.

For a three-point function, there will be 3 numbers to specify it ( $x_{1}$ has $2, x_{2}$ has $1, x_{3}$ has zero - or view it as a function of three magnitudes):

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \varphi\left(x_{3}\right)\right\rangle=f\left(\left|x_{1}-x_{2}\right|,\left|x_{1}-x_{3}\right|,\left|x_{2}-x_{3}\right|\right) \tag{18.12}
\end{equation*}
$$

Unfortunately, this does not help us much for higher point functions; and this will be an ongoing story. 4 and higher point functions are still out of control with how many parameters they could depend on.

### 18.3 Definition/Implications of Scale Invariance

The scale transformation we have already seen as part of the RG procedure:

$$
\begin{equation*}
\varphi(x) \rightarrow \Lambda^{\frac{D-2}{2}} \varphi(\Lambda x) \tag{18.13}
\end{equation*}
$$

Now we suppose that this is symmetry. But there is an intermediate step; the exponent on $\Lambda$ does not stay as $\frac{D-2}{2}$; it changes to something else. The exponent we call the dimension of the operator, but really it is more like the "engineered (or classical) dimension of $\varphi$ ". If we now consider how $\varphi$ scales dimensionally at the fixed point, we have:

$$
\begin{equation*}
\varphi(x) \rightarrow \Lambda^{\Delta} \varphi(\Lambda x) \tag{18.14}
\end{equation*}
$$

where $\Delta$ is the "dimension of $\varphi$ " The difference:

$$
\begin{equation*}
\Delta-\frac{D-2}{2} \tag{18.15}
\end{equation*}
$$

is sometimes called the "anomalous dimension" of $\varphi$. This is the dimension that $\varphi$ takes on through interactions. Why anomolous? Field theorists thought this was very mysterious in the early days of QFT. Of course with a better understanding, this is something that almost has to be there for things to make sense.

Scale Invariance is defined as:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{l}\right)\right\rangle=\left\langle\Lambda^{\Delta} \varphi\left(\Lambda x_{1}\right) \ldots \Lambda^{\Delta} \varphi\left(\Lambda x_{l}\right)\right\rangle=\Lambda^{\Delta l}\left\langle\varphi\left(\Lambda x_{1}\right) \ldots \varphi\left(\Lambda x_{l}\right)\right\rangle \tag{18.16}
\end{equation*}
$$

So this has the implication of fixing the functional form of the two point function:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=\frac{C}{\left|x_{1}-x_{2}\right|^{2 \Delta}} \tag{18.17}
\end{equation*}
$$

graphically, scale invariance allows us to push the two coordinates on the real line "to infinity" so we have no coordinates left. For three point function, we can use scale invariance to reduce one of the three parameters to two.

So this is scale invariance, and if we stopped here things are interesting, but we find even more interesting things by considering conformal transformations/invariance.

### 18.4 Definition/Implications of Conformal Symmetry

It is much harder to graphically picture conformal symmetry - it is related to the symmetry of hyperboloids in higher dimensions.

There is an operational way of constructing conformal transformations; step 1 is an inversion:

$$
\begin{equation*}
x \rightarrow \frac{x}{x^{2}} \tag{18.18}
\end{equation*}
$$

which swaps $\mathbf{x}=\mathbf{0}$ and $\mathbf{x}=\infty$. This is not a proper conformal transformation as it acts on the point of infinity in a nontrivial way. Step two is a translation:

$$
\begin{equation*}
\frac{\mathbf{x}}{\mathrm{x}^{2}} \rightarrow \frac{\mathrm{x}}{\mathrm{x}^{2}}+\mathbf{b} \tag{18.19}
\end{equation*}
$$

and finally we end with an inversion:

$$
\begin{equation*}
\frac{\mathbf{x}}{\mathbf{x}^{2}}+\mathbf{b} \rightarrow \frac{\frac{x}{x^{2}}+\mathbf{b}}{\left(\frac{x}{x^{2}}+b\right)^{2}}=\frac{\mathbf{x}+\mathbf{b} \mathbf{x}^{2}}{1+2 \mathbf{b} \cdot \mathbf{x}+\mathbf{b}^{2} \mathbf{x}^{2}} \tag{18.20}
\end{equation*}
$$

So, how does $\varphi(x)$ transform under this? To figure that out, we go back to how we transformed under a scaling transformation:

$$
\begin{equation*}
\varphi(x) \rightarrow\left|\frac{\partial x^{\prime}}{\partial x}\right|^{\frac{\Delta}{D}} \varphi\left(x^{\prime}\right) \tag{18.21}
\end{equation*}
$$

In principle we could calculate the Jacobian for the whole thing, but this would be the opposite of fun; let's start by considering the Jacobian for the inversion $\mathbf{x}^{\prime}=\frac{\mathrm{x}}{\mathrm{x}^{2}}$ :

$$
\begin{equation*}
\frac{\partial x^{\prime a}}{\partial x^{b}}=\frac{\delta_{b}^{a}}{\mathbf{x}^{2}}-\frac{2 x^{a} x_{b}}{\left(\mathbf{x}^{2}\right)^{2}} \tag{18.22}
\end{equation*}
$$

We then consider the $D-1$ vectors orthogonal to $\mathbf{x}$ (sorry I got distracted and lost track here)... but the punchline is:

$$
\begin{equation*}
\varphi(\mathbf{x}) \rightarrow\left(\frac{1}{\mathbf{x}^{2}}\right)^{\Delta} \varphi\left(\frac{\mathbf{x}}{\mathbf{x}^{2}}\right) \tag{18.23}
\end{equation*}
$$

So then the conformal symmetry is cast as:

$$
\begin{equation*}
\left\langle\varphi\left(\mathbf{x}_{1}\right) \varphi\left(\mathbf{x}_{2}\right) \ldots \varphi\left(\mathbf{x}_{l}\right)\right\rangle=\left\langle\left(\frac{1}{x_{1}^{2}}\right)^{\Delta} \varphi\left(\frac{\mathbf{x}_{1}}{x_{1}^{2}}\right) \ldots\left(\frac{1}{x_{l}^{2}}\right)^{\Delta} \varphi\left(\frac{\mathbf{x}_{l}}{x_{l}^{2}}\right)\right\rangle \tag{18.24}
\end{equation*}
$$

one thing we do need to do is check that the above equation is consistent (not over-constrained, etc.). For the case of the two point function:

$$
\begin{equation*}
f\left(x_{1}, x_{2}\right)=\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=\frac{1}{\left(x_{1}\right)^{\Delta}} \frac{1}{\left(x_{2}\right)^{\Delta}} f\left(\frac{x_{1}}{x_{1}^{2}}, \frac{x_{2}}{x_{2}^{2}}\right) \tag{18.25}
\end{equation*}
$$

So then if we go to our previous expression for $f\left(x_{1}, x_{2}\right)$ as constrained by the translation/rotation/scale symmetry:

$$
\begin{equation*}
\frac{1}{\left|x_{1}-x_{2}\right|^{2 \Delta}}=\frac{1}{\left(x_{1}^{2}\right)^{\Delta}} \frac{1}{\left(x_{2}^{2}\right)^{\Delta}} \frac{1}{\left|\frac{x_{1}}{x_{1}^{2}}-\frac{x_{2}}{x_{2}^{2}}\right|^{2 \Delta}} \tag{18.26}
\end{equation*}
$$

Then using that:

$$
\begin{equation*}
\frac{1}{x_{1}^{2}}-\frac{2 \mathbf{x}_{1} \cdot \mathbf{x}_{2}}{x_{1}^{2} x_{2}^{2}}+\frac{1}{x_{2}^{2}}=\frac{\left(x_{1}-x_{2}\right)^{2}}{x_{1}^{2} x_{2}^{2}} \tag{18.27}
\end{equation*}
$$

we can see that the transformation is consistent.
For three-point functions; the conformal symmetry actually removes all coordinate freedom. Their functional form is completely fixed!

Let's consider local operators; we talked about operators that had a good engineering dimension, i.e. how these scales in a certain way that allowed us to neglect a lot of them. But since $\varphi$ scales via a certain dimension at the fixed point, so will the local operators. All kinds of interesting things can happen for example degeneracy splitting. In any case, we can imagine organizing the set of all operators into operators that satisfy:

$$
\begin{equation*}
O_{k}(x) \rightarrow \Lambda^{\Delta_{k}} O_{k}(\Lambda x) \tag{18.28}
\end{equation*}
$$

which we call "primary operators". Scale symmetry will fix the two-point function of any operators:

$$
\begin{equation*}
\left\langle O_{k_{1}}\left(x_{1}\right) O_{k_{2}}\left(x_{2}\right)\right\rangle \sim \frac{X}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}}} . \tag{18.29}
\end{equation*}
$$

But now, with two different $\Delta s$, we actually have something that conformal symmetry also gives us. If the $\Delta \mathrm{s}$ are different, conformal invariance forces the the coefficient to be zero, i.e. it enforces a kind of diagonal form of the operator:

$$
\begin{equation*}
\left\langle O_{k_{1}}\left(x_{1}\right) O_{k_{2}}\left(x_{2}\right)\right\rangle \sim \frac{\delta_{\Delta_{1} \Delta_{1}} \Delta_{k_{2}}}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}}} \tag{18.30}
\end{equation*}
$$

conformal invariance further simplifies two-point functions of (general) operators! For three point functions:

$$
\begin{equation*}
\left\langle O_{k_{1}}\left(x_{1}\right) O_{k_{2}}\left(x_{2}\right) O_{k_{3}}\left(x_{3}\right)\right\rangle=\frac{C_{k_{1} k_{2} k_{3}}}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}-\Delta_{3}}\left|x_{2}-x_{3}\right|^{\Delta_{2}+\Delta_{3}-\Delta_{1}}\left|x_{3}-x_{1}\right|^{\Delta_{1}+\Delta_{3}-\Delta_{2}}} \tag{18.31}
\end{equation*}
$$

so the "spectral data" are the $\Delta_{k}, C_{k_{1} k_{2} k_{3}}$. This is the consequence of symmetry - quite a lot.
Now, note that 2D is very very special. There, the conformal symmetry extends itself, and there are an infinite number of symmetries. And you can really say a lot. In greater than 2D, this is more or less the full story - conformal symmetries restrict correlation functions, which can be quite powerful indeed. We will try to sketch an idea of how to make use of this in the next few lectures.

## 19 Infinitesimal Transformations

### 19.1 Review

From last class, we have learned that symmetries have consequences for the form of correlation functions. Let us do a lightning review of what we discussed. At $T=T_{\mathcal{c}}$, we have:

$$
\begin{equation*}
\langle\varphi(x) \varphi(y)\rangle=\frac{1}{|x-y|^{D-2+\eta}} \tag{19.1}
\end{equation*}
$$

Where we interpret $\eta$ as a shift in the scaling dimension of $\varphi$. This prompted us to define what we mean as a scale transformation - the same one we saw in the renormalization group, except here we have a different exponent:

$$
\begin{equation*}
\varphi(x)=\Lambda^{\Delta} \varphi(\Lambda x) \tag{19.2}
\end{equation*}
$$

where:

$$
\begin{equation*}
\Lambda=\frac{1}{2}(D-2+\eta) \tag{19.3}
\end{equation*}
$$

We then examined the consequences of scale invaraince. If I have a local operator, they transform under a scaling transformation as:

$$
\begin{equation*}
O_{I}(x) \rightarrow \Lambda^{\Delta_{I}} O_{I}(\Delta x) \tag{19.4}
\end{equation*}
$$

where $\Delta_{I}$ is the dimension of $O_{I}$.
When we discussed renormalization group, the dimensions that arose there were the "engineering" dimensions. Now, with corrections the dimension drifts a little bit from the "engineering" dimension, so we have a new definition. These dimensions become part of the data our conformal field theory. Looking at a two-point function, we have:

$$
\begin{equation*}
\left\langle O_{\Delta_{1}}\left(x_{1}\right) O_{\Delta_{2}}\left(x_{2}\right)\right\rangle=\frac{\delta_{\Delta_{1} \Delta_{2}}}{|x-y|^{\Delta_{1}+\Delta_{2}}} \tag{19.5}
\end{equation*}
$$

i.e. their form was constrained by the (conformal) symmetry. Three-point functions also took on a constrained form:

$$
\begin{equation*}
\left\langle O_{\Delta_{1}}\left(x_{1}\right) O_{\Delta_{2}}\left(x_{2}\right) O_{\Delta_{3}}\left(x_{3}\right)\right\rangle=\frac{C_{\Delta_{1} \Delta_{2} \Delta_{3}}}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}-\Delta_{3}}\left|x_{2}-x_{3}\right|^{\Delta_{2}+\Delta_{3}-\Delta_{1}}\left|x_{3}-x_{1}\right|^{\Delta_{1}+\Delta_{3}-\Delta_{2}}} \tag{19.6}
\end{equation*}
$$

which we can check explicitly is consistent with the scale symmetry.
There is one trivial result which we forgot to discuss - this is the one point function:

$$
\begin{equation*}
\left\langle O_{\Delta}(x)\right\rangle=0 \tag{19.7}
\end{equation*}
$$

it is enough to have translation and scale symmetry to conclude this; translation symmetry tells us it is a constant, and scale symmetry tells us that it is equal to itself times some nonzero constant, i.e. the one-point function is zero.

This might enforce $\Delta=0$, which is not really allowed (correlations do not fall off if $\Delta=0$, and the three point function wouldn't fall off, and so on). So then the operators are constant - but this is also disqualified.

There are rigorous lower bounds for $\Delta$ :

$$
\begin{equation*}
\Delta \geq \frac{D-2}{2} \tag{19.8}
\end{equation*}
$$

for $D \geq 2$, the $\Delta \mathrm{s}$ are bounded from below. Note that the engineering dimension of $\varphi$ saturates this lower bound. This could be an intuitive reason why there was no term linear in $\epsilon$ as $\epsilon<0$ is possible.

### 19.2 Infinitesimal Translation/Rotation Transformations

If I have a translation, this means I take an operator (say, $\varphi$ ) and replace it with:

$$
\begin{equation*}
\varphi(x) \rightarrow \varphi(x+a) . \tag{19.9}
\end{equation*}
$$

It is useful to think about an infinitesimal version of this. In this case:

$$
\begin{equation*}
\varphi(x) \rightarrow \varphi(x+a)=\varphi(x)+\mathbf{a} \cdot \nabla \varphi(x)+\ldots=\varphi(x)+\delta \varphi(x) \tag{19.10}
\end{equation*}
$$

where:

$$
\begin{equation*}
\delta \varphi(x)=\mathbf{a} \cdot \nabla \varphi(x) \tag{19.11}
\end{equation*}
$$

where we have assumed the $\mathbf{a}$ is infinitesimal (and hence truncate the Taylor series at first order).
Another way of encoding the directional information is:

$$
\begin{equation*}
\delta^{a} \varphi(x)=\nabla^{a} \varphi(x)=P^{a} \varphi(x) \tag{19.12}
\end{equation*}
$$

which looks like the momentum operator from quantum mechanics (up to an $-i \hbar$ ). Note that $\nabla_{i}^{a}=\frac{\partial}{\partial x_{i}^{a}}$.
Now, I want to do the same for the other transformations. The transformation has the form:

$$
\begin{equation*}
\varphi(x) \rightarrow \varphi(R x) \tag{19.13}
\end{equation*}
$$

where $R$ is a $D \times D$ real orthogonal matrix $\left(R R^{T}=R^{T} R=\mathbb{I}\right)$. This is a finite rotation, but we can again think about an infinitesimal version. We consider:

$$
\begin{equation*}
R=\mathbb{I}+\Theta \tag{19.14}
\end{equation*}
$$

Now using the constraint that $R R^{T}=\mathbb{I}$ we have:

$$
\begin{equation*}
\mathbb{I}=R R^{T}=(\mathbb{I}+\Theta)\left(\mathbb{I}+\Theta^{T}\right)=\mathbb{I}+\Theta+\Theta^{T} \tag{19.15}
\end{equation*}
$$

where we have neglected the quadratic terms in $\Theta$. This tells us that:

$$
\begin{equation*}
\Theta=-\Theta^{T} \tag{19.16}
\end{equation*}
$$

and so $\Theta$ is a real antisymmetric $D \times D$ matrix.
Perhaps we are more used to thinking about angular momentum operators generating a rotation, and this is pretty close to that line of thinking. To see that, let's see what an infinitesimal rotation does to our field $\varphi$.

$$
\begin{equation*}
\varphi(R x)=\varphi(x+\Theta x)=\varphi(x)+\Theta^{a b} x^{b} \nabla_{a} \varphi(x) \tag{19.17}
\end{equation*}
$$

The only thing about $\Theta$ we really need to know is that it is anti-symmetric; then $\Theta$ times $x^{b} \nabla_{a}$ gives us the infinitesimal rotation. So, let us abstract the operator that does the job:

$$
\begin{equation*}
M^{a b}=x^{a} \nabla^{b}-x^{b} \nabla^{a} \tag{19.18}
\end{equation*}
$$

where we have antisymmetrized. This is like an angular momentum operator, just with a slightly different labelling. It works in any dimension. The one you are used to $\mathbf{x} \times \mathbf{p}$ works in three dimensions because a cross product exists in three dimensions (there is a wedge product in other dimensions, but 3D is the only dimension where the wedge product of two vectors yields another vector).

The algebra of these transformations is interesting. By the commutativity of derivatives:

$$
\begin{equation*}
\left[P^{a}, P^{b}\right]=0 \tag{19.19}
\end{equation*}
$$

If you calculate:

$$
\begin{equation*}
\left[M^{a b}, P^{c}\right]=\delta^{b c} P^{a}-\delta^{a c} P^{b} \tag{19.20}
\end{equation*}
$$

Finally:

$$
\begin{equation*}
\left[M^{a b}, M^{c d}\right]=\delta^{b c} M^{a d}-\delta^{b d} M^{a c}+\delta^{a d} M^{b c}-\delta^{a c} M^{b d} \tag{19.21}
\end{equation*}
$$

so - this is the algebra of symmetries of Euclidean space. They allow for many of the mathematical techniques you are familiar with. E.g. when we do Fourier analysis, we use the plane waves $e^{i p x / \hbar}$ which are the eigenvectors of $P$ (and the eigenvectors of $M$ are the spherical harmonics - used (e.g.) for solving the hydrogen atom).

### 19.3 Translation/Rotation Symmetry of a Correlation Function

$$
\begin{equation*}
\varphi \rightarrow \varphi+\delta \varphi \tag{19.22}
\end{equation*}
$$

is a symmetry if:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{k}\right)\right\rangle \tag{19.23}
\end{equation*}
$$

obeys

$$
\begin{equation*}
\left\langle\delta \varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \varphi\left(x_{k}\right)\right\rangle+\left\langle\varphi\left(x_{1}\right) \delta \varphi\left(x_{2}\right) \ldots \varphi\left(x_{k}\right)\right\rangle+\ldots+\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \ldots \delta \varphi\left(x_{k}\right)\right\rangle=0 \tag{19.24}
\end{equation*}
$$

So for example., for translations:

$$
\begin{equation*}
\left\langle\nabla_{1}^{a} \varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle+\left\langle\varphi\left(x_{1}\right) \nabla_{2}^{a} \varphi\left(x_{2}\right)\right\rangle=0 \tag{19.25}
\end{equation*}
$$

I.e:

$$
\begin{equation*}
\left(\frac{\partial}{\partial x_{1}^{a}}+\frac{\partial}{\partial x_{2}^{a}}\right)\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=0 \tag{19.26}
\end{equation*}
$$

and so:

$$
\begin{equation*}
\frac{\partial}{\partial\left(x_{1}+x_{2}\right)^{a}}\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=0 \tag{19.27}
\end{equation*}
$$

which tells us that:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right)\right\rangle=g\left(x_{1}, x_{2}\right)=g\left(x_{1}+x_{2}, x_{1}-x_{2}\right) \tag{19.28}
\end{equation*}
$$

only depends on $x_{1}-x_{2}$ and not $x_{1}+x_{2}$. Which is something that we studied already, but we are able to recover it from infinitesimal transformations. From rotation symmetry, we would again be able to obtain that it only depends on $\left|x_{1}-x_{2}\right|$.

### 19.4 Infinitesimal Scale/Conformal Transformations

We now consider infinitesimal scale transformations. The finite transformation is:

$$
\begin{equation*}
\varphi(x) \rightarrow \Lambda^{\Delta} \varphi(\Lambda x) \tag{19.29}
\end{equation*}
$$

which we write as:

$$
\begin{equation*}
\varphi(x) \rightarrow(1+\epsilon)^{\Delta} \varphi((1+\epsilon) x)=\varphi(x)+\epsilon(\mathbf{x} \cdot \nabla+\Delta) \varphi(x)=\varphi(x)+e D \varphi(x) \tag{19.30}
\end{equation*}
$$

where:

$$
\begin{equation*}
D=\mathbf{x} \cdot \nabla+\Delta \tag{19.31}
\end{equation*}
$$

In a sense, the $D$ just counts the scaling dimensions of things.
What about the conformal transformation? The finite version is:

$$
\begin{equation*}
x^{a} \rightarrow \frac{x^{a}+\mathbf{b} \cdot \mathbf{x} x^{a}}{1+2 \mathbf{b} \cdot \mathbf{x}+b^{2} x^{2}} \tag{19.32}
\end{equation*}
$$

Which to leading order:

$$
\begin{equation*}
x^{a}=x^{a}+b^{a} x^{2}-2 \mathbf{b} \cdot \mathbf{x} x^{a}+\ldots \tag{19.33}
\end{equation*}
$$

Now recall that:

$$
\begin{equation*}
\varphi(x) \mapsto\left|\operatorname{det}\left(\frac{\partial x^{\prime}}{\partial x}\right)\right|^{\Delta / D} \varphi\left(x^{\prime}\right) \tag{19.34}
\end{equation*}
$$

So here:

$$
\begin{equation*}
\varphi(x) \rightarrow\left|\operatorname{det}\left(\delta^{a b}+2 b^{a} x^{b}-2 b^{b} x^{a}-2 \mathbf{b} \cdot \mathbf{x} \delta^{a b}\right)\right|^{\Delta / D} \varphi(x+\delta x) \tag{19.35}
\end{equation*}
$$

Now using that the determinant of a kronecker delta plus an infinitesimal is just 1 plus the trace of the infinitesimal:

$$
\begin{equation*}
\varphi(x) \rightarrow(1-2 D \mathbf{b} \cdot \mathbf{x})^{\Delta / D}\left(\varphi(x)+\left(\mathbf{b} \mathbf{x}^{2}-2 \mathbf{x} \mathbf{b} \cdot \mathbf{x}\right) \cdot \nabla \varphi(x)\right) \tag{19.36}
\end{equation*}
$$

then Taylor expanding to get leading order:

$$
\begin{equation*}
\varphi \rightarrow \varphi+\delta \varphi, \quad \delta \varphi=\left(-2 \Delta \mathbf{b} \cdot \mathbf{x}+\left(\mathbf{b} x^{2}-2 \mathbf{x} \mathbf{b} \cdot \mathbf{x}\right) \cdot \nabla\right) \varphi(x) \tag{19.37}
\end{equation*}
$$

This generates the conformal transformation. Let us name it $K^{a}$ :

$$
\begin{equation*}
K^{a}=-\Delta x^{a}+x^{2} \nabla^{a}-2 x^{a} \mathbf{x} \cdot \nabla \tag{19.38}
\end{equation*}
$$

### 19.5 A Look at the Operator Algebra

This exercise was tedious and the final expression is not particularly elegant. But what is less tedious is to include it in the algebra and to consider its commutation relations:

$$
\begin{gather*}
{\left[M^{a b}, K^{a}\right]=\delta^{b c} K^{a}-\delta^{a c} K^{b}}  \tag{19.39}\\
{\left[D, P^{a}\right]=-P^{a}, \quad\left[D, M^{a b}\right]=0}  \tag{19.40}\\
{\left[D, K^{a}\right]=K^{a}}  \tag{19.41}\\
{\left[P^{a}, K^{b}\right]=2 M^{a b}-2 \delta^{a b} D} \tag{19.42}
\end{gather*}
$$

There is some beauty here. First of all, the RHS of the commutators are all elements of the algebra. Moreover, they are linear in the operators; so this is called a linear, or conformal algebra. This is a Lie algebra, formally. They close in an interesting way. You might be familiar with spin/angular momentum in QM, where it is important where the commutator of angular momentum gives something linear in angular momentum, as this allows us to formally construct how to add angular momentum, or the transformations of different spin states. Here we have a similar closed algebra, so we might dream of doing the same here. For example when commuting with $D, P^{a}$ looks like a raising and $K^{a}$ a lowering operator. $P$ with $K$ gives you $D$, which looks a lot like the angular momentum algebra - and it is, except for the minus sign appearing. The result of them is that the construction with raising operators keeps going forever. There can be a bottom, but no top of possible states (like the QHO). It does give a way of organizing functions; we can organize functions in terms of eigenfunctions of $D$. This turns out to be easy to do, and totally familiar.

Say I have a function $\varphi(x)$. We have discussed already how we would write it in terms of a linear combination of plane waves (eigenfunctions of $P$ ). How do we write it as a linear combination of other elements of this algebra? We do this via Taylor expansion:

$$
\begin{equation*}
\varphi(x)=\left.\sum_{n=0}^{\infty} \frac{1}{n!} x^{a_{1}} \ldots x^{a_{n}} \nabla^{a_{1}} \ldots \nabla^{a_{n}} \varphi(x)\right|_{x=0} \tag{19.43}
\end{equation*}
$$

Where nabla $a^{a_{1}} \ldots \nabla^{a_{n}} \varphi(x)=\left[P^{a_{1}},\left[P^{a_{2}}, \ldots\left[P^{a_{n}}, \varphi(0)\right] \ldots\right]\right]$. What's more, $\varphi$ evaluated at 0 we can think of the "lowest spin" component of $\varphi$, which satisfies:

$$
\begin{equation*}
K^{a} \varphi(0)=0 . \tag{19.44}
\end{equation*}
$$

And:

$$
\begin{equation*}
D \varphi(0)=\Delta \varphi(0) \tag{19.45}
\end{equation*}
$$

So these are eigenfunctions of $D$ (with eigenvalues the dimension $\Delta$ ), and the Taylor expansion is in a sense the analog to the familiar fourier transform. We call $\varphi(0)$ the primary operators and $\left[P^{a_{1}},\left[P^{a_{2}}, \ldots\left[P^{a_{n}}, \varphi(0)\right] \ldots\right]\right]$ the descendants.

Next week, we will look at dynamics. Figuring out the $\Delta s$ and what the Cs are in the correlation functions are like figuring out the spectral data of the theory - figuring them out will allow us to calculate anything that we want. So - the roadmap is to explore this, and then come back to the Ising model field theory and see what this conformal field theory analysis can tell us about it.

## 20 Scale and Conformal Symmetry (Concluded)

### 20.1 1/2/3-point correlation functions

In principle, the correlation functions could be any function. But the symmetries actually constrain the functional form, and reduce the parameter dependence.

Let $\Delta$ be the operator dimension. We had that the correlation functions depended just on the local operators $\varphi(0)\left(\Delta=\frac{D-2}{2}\right), \nabla_{a} \varphi(0)\left(\Delta=\frac{D-2}{2}+1\right), \nabla_{a} \nabla_{b} \varphi(0)\left(\Delta=\frac{D-2}{2}+2\right)$, and the coefficients $C_{I J K}$. Finding these numbers is analogous to finding the spectrum of a Hamiltonian in a quantum mechanics problem.

How do we organize the contributing terms? Roughly the correlations scale in inverse $\Delta$, so the ones with larger $\Delta$ are less important and we can organize starting from smaller $\Delta$.

Looking at the dimensions of $\varphi(x)$, we have that $\Delta_{\varphi}=\frac{D-2}{2}+\eta$ and that $\Delta_{\varphi^{2}}=D-2+\delta_{\Delta_{\varphi^{2}}}$.
Besides a brute-force numerical calculation (which involves an infinite number of integrations), an $\epsilon$ expansion is the only meaningful quantitative way to extract meaningful information about the problem (this is as far as analytical techniques go...). What about other approaches? Here we have assumed we have gone right to the fixed point. Suppose we take $\epsilon=1$, so the $\epsilon$-expansion isn't useful; can we do anything in this scenario? We should develop our ideas about conformal symmetry even more. We don't have to go and solve the functional integral, because the Gaussian technique fails when the dimension is far from 4. We consider the operator product expansion.

### 20.2 Operator Product Expansion

This method gives us an equation of motion of sorts. If we take the product of two primary operators, this can be written as a sum over local operators:

$$
\begin{equation*}
O_{I}\left(x_{1}\right) O_{J}\left(x_{2}\right)=\sum_{K} C_{I J K}\left(x_{1}-x_{3}, x_{2}-x_{3}, \frac{\partial}{\partial x_{3}}\right) O_{K}\left(x_{3}\right) \tag{20.1}
\end{equation*}
$$

This is analogous to having a complete set of states in quantum mechanics (and this is indeed how the above expansion is proven to exist).

Let us write the above in a slightly less general way:

$$
\begin{equation*}
O_{I}\left(x_{1}\right) O_{J}\left(x_{2}\right)=\sum_{K} C_{I J K}\left(x_{1}-x_{2}, \frac{\partial}{\partial x_{2}}\right) O_{K}\left(x_{2}\right) \tag{20.2}
\end{equation*}
$$

Now, the coefficients in this sum depend on the difference of coordinates as well as derivatives.
What's nice about this? If we take expectation values of both sides, on the LHS we have a two-point function and on the RHS we have one-point functions (for which th expectation values are zero, for the most part... the one that is nonzero is the constant/unit operator), so:

$$
\begin{equation*}
\frac{\Delta_{I J}}{\left|x_{1}-x_{2}\right|^{2 \Delta_{I}}}=C_{I I I}\left(x_{1}-x_{2}, 0\right) . \tag{20.3}
\end{equation*}
$$

And we can see that the expansion is consistent with what we know about one and two-point functions so far. Beyond this, we can multiply the LHS by some other operator and take the expectation value; then we have the expectation value of a 3-point function on the LHS, and the sum of expectation values of 2-point functions on the RHS. Doing so, we get:

$$
\begin{equation*}
\frac{C_{I J K}}{\left|x_{1}-x_{2}\right|^{\Delta_{I}+\Delta_{I}-\Delta_{I}}\left|x_{2}-x_{3}\right|^{\Delta_{J}+\Delta_{K}-\Delta_{I}}\left|x_{3}-x_{1}\right|^{\Delta_{K}+\Delta_{I}-\Delta_{J}}}=C_{I J K}\left(x_{1}-x_{2}, \frac{\partial}{\partial x_{2}}\right) \frac{1}{\left|x_{2}-x_{3}\right|^{2 \Delta_{K}}} \tag{20.4}
\end{equation*}
$$

If people tell you they are working on CFT, then they are basically using the operator product expansion, and then trying to calculate the different coefficients and the like.

So, we can use these equations to try to solve for the spectral data $C_{I J K}$; then, there are also some consistency requirements.

### 20.3 4-point correlation function

We now consider the expectation value of a 4-body operator; the 4-point correlation function. Here, the symmetries become less useful for trying to constrain the functional form. The four-point function can depend on the numbers:

$$
\begin{equation*}
u=\frac{\left(x_{1}-x_{2}\right)^{2}\left(x_{3}-x_{4}\right)^{2}}{\left(x_{1}-x_{3}\right)^{2}\left(x_{2}-x_{4}\right)^{2}}, \quad v=\frac{\left(x_{2}-x_{3}\right)^{2}\left(x_{1}-x_{4}\right)^{2}}{\left(x_{1}-x_{3}\right)^{2}\left(x_{2}-x_{4}\right)^{2}} \tag{20.5}
\end{equation*}
$$

and unfortunately the symmetries tell us nothing about how the functions actually depend on these numbers; the general form of the four-point function is:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \varphi\left(x_{3}\right) \varphi\left(x_{4}\right)\right\rangle=\frac{g(u, v)}{\left|x_{1}-x_{2}\right|^{2 \Delta_{\varphi}}\left|x_{3}-x_{4}\right|^{2 \Delta_{\varphi}}} \tag{20.6}
\end{equation*}
$$

If we then diagramatically impose some constraints/that certain forms of the 4 -point function must be equivalent: this crossing symmetry imposes a constraint on the operator expansion. In particular, we first


Figure 20.1: Diagrammatic constraint on 4-point function - known as crossing symmetry.
consider that:

$$
\begin{equation*}
\left\langle\varphi\left(x_{1}\right) \varphi\left(x_{2}\right) \varphi\left(x_{3}\right) \varphi\left(x_{4}\right)\right\rangle \sim \sum_{k} C_{I J K} C_{I J K} \ldots \sim \sum_{K}\left(C_{\varphi \varphi K}\right)^{2} \ldots \tag{20.7}
\end{equation*}
$$

Then the crossing symmetry enforces:

$$
\begin{equation*}
\sum_{K}\left(C_{\varphi \varphi K}\right)^{2}[\text { stuff }- \text { stuff }]=0 \tag{20.8}
\end{equation*}
$$

and then we can ask when this has a consistent solution. By this constraint, we can find an allowed/disallowed region (where the plot is parameterized by the dimension of $\varphi$ and $\varphi^{2}$ ), as shown in Fig 20.2.

A more sophisticated computation (using what is known as the conformal bootstrap) yields Fig 20.3.
Here we can still see the "Ising corner" still persists, and shrinks to a small island. The accuracy we get here is something like six decimal places for critical exponents. For all intents and purposes, this procedure is an exact solution to the 3D Ising model. For $D=3$, we find the dimensions:

$$
\begin{equation*}
\Delta_{\varphi}=0.518151(6), \quad \Delta_{\varphi^{2}}=1.41264(6) \tag{20.9}
\end{equation*}
$$

This concludes the curriculum for this course. We can spend some of the rest of the time left reviewing what we have done.

## $20.4 O(N)$ model

We consider a $D$-dimensional lattice, on which live $N$ component spin vectors.

$$
\begin{equation*}
\hat{\sigma}(x)=\left(\sigma^{1}(x), \sigma^{2}(x), \ldots, \sigma^{N}(x)\right) \tag{20.10}
\end{equation*}
$$



Figure 20.2: Allowed/Disallowed regions of the dimensions $\Delta_{\sigma}=\Delta_{\varphi}$ and $\Delta_{\epsilon}=\Delta_{\varphi^{2}}$ as solved for by Monte Carlo. Figure reproduced without permission from "TASI Lectures on the Conformal Bootstrap" by David Simmons-Duffin.


Figure 20.3: Allowed/Disallowed regions of the dimensions $\Delta_{\sigma}=\Delta_{\varphi}$ and $\Delta_{\epsilon}=\Delta_{\varphi^{2}}$ as determined by the conformal bootstrap method. Figure reproduced without permission from "TASI Lectures on the Conformal Bootstrap" by David Simmons-Duffin.
the spins are normalized:

$$
\begin{equation*}
\sum_{a=1}^{N}\left(\sigma^{a}(x)\right)^{2}=1 \tag{20.11}
\end{equation*}
$$

The Hamiltonian will have a term that wants neighbouring spins to align, and a magnetic field that wants to align the spins in a certain way:

$$
\begin{equation*}
H=-J \sum_{x, i} \hat{\sigma}(x) \cdot \hat{\sigma}(x+i)-\mathbf{B} \cdot \sum_{x} \hat{\sigma}(x) \tag{20.12}
\end{equation*}
$$

The partition function is given by:

$$
\begin{equation*}
Z=\prod_{x} \int d n^{a}(x) e^{-H / k_{B} T} \tag{20.13}
\end{equation*}
$$

now in general we do not know how to do this integral. Nevertheless, there is our model written down! Now, we have to decide on an approach. Next time, we will decide on which approach to take.

## 21 The $O(N)$ Model

### 21.1 The Model and its Symmetries

Last time we introduced the $O(N)$ model. It is a very nice theoretical playground; you will hear "large- $N$ " expansion, or limit fairly ubiquotously in theory seminars. This is because models like $O(N)$ simplify quite nicely when $N$ is large. And there can be things to learn from that; even if they are not completely realistic (as $N=3$ is the physically correct dimensionality). It is for some situations a useful approximation, however; e.g. in analyzing the strong interaction, where in the $N \rightarrow \infty$ limit things look like a string theory (not analytically solvable, but pictorially/conceptually interesting). Here we will also find the large $N$ limit of the $O(N)$ model to be a useful limit, as is it solvable.

The $O(N)$ model has spins $\sigma(x)=\left(\sigma_{1}(x), \ldots, \sigma_{N}(x)\right)$ such that $\sum_{a=1}^{N} \sigma_{a}(x)^{2}=\sigma(x)^{2}=1$. We can write the $O(N)$ Hamiltonian as:

$$
\begin{equation*}
H=\frac{J}{2} \sum_{x, i}(\sigma(x+i)-\sigma(x))^{2} \tag{21.1}
\end{equation*}
$$

What is convenient about this form of the Hamiltonian is that the above looks something like the discritization of the $i$ th component of the derivative. It is also non-negative (by redefinition of the zero energy). The model has an $O(N)$ symmetry, namely:

$$
\begin{equation*}
\sigma^{a}(x)=\sum_{b=1}^{N} R_{b}^{a} \sigma^{b}(x) \tag{21.2}
\end{equation*}
$$

where $R$ is an orthogonal matrix (that we apply to every spin), i.e. it satisfies $R R^{T}=R^{T} R=\mathbb{I}$. Now, the collection of $N \times N$ real orthogonal matrices is equivalent to the Lie group $O(N)$. This $N$-dependent symmetry perhaps indicates to us that the universality class depends on $N$.

If we take $N=3$, this is just the $O(3)$ model (isotropic ferromagnet) which we solved in HW2. $N=2$ is just the $O(2)$ version (easy-plane ferromagnet) which is not so different. $N=1$ is just the Ising model (easy-axis ferromagnet); $\sigma^{2}(x)=1$ enforces $\sigma(x)= \pm 1 . N=\infty$ will be a solvable limit, and it will turn out that things will be identical to the spherical model (though its not necessarily clear how they coincide yet; note in the spherical model we constrained the sum of the squared magnitudes of all of the spins, while here we constrain each of the individual spins).

Actually, in more generality the Hamiltonian has the form:

$$
\begin{equation*}
H=\frac{J}{2} \sum_{x, i}(\sigma(x+i)-\sigma(x))^{2}-\mathbf{B} \cdot \sum_{x} \sigma(x) \tag{21.3}
\end{equation*}
$$

The model is actually $O(N)$ covariant; with just the first term we can rotate all the spins and things work out as there are only squared spin terms. However now we have a term linear in $\sigma$; so, if we rotate $\mathbf{B}$ accordingly in addition to the spins the Hamiltonian remains invariant.

### 21.2 Model Ground State

The spin direction(s) that minimize the energy is given by:

$$
\begin{equation*}
\sigma(x)=\frac{\mathbf{B}}{|\mathbf{B}|}=\mathbf{m} \tag{21.4}
\end{equation*}
$$

as then the first term is zero and the second term is minimized. The energy density is then:

$$
\begin{equation*}
u_{0}=-|\mathbf{B}| \tag{21.5}
\end{equation*}
$$

The energy density is then a continuous function, but the derivative jumps (And so the second derivative does not exist) at the origin, so we have a first-order phase transition. This is true for any $N$.

We have discussed this at length for Ising models; as we turn up the temperature, we have a line of first order phase transitions, ending in a second-order phase transition (see Fig. 4.4)

### 21.3 Low-Energy States

With the Ising model, we had two lowest-energy states (all spin up or all spin down). Here things are a bit more complicated; the reason is that in the Ising model the symmetries were discrete $\left(\mathbb{Z}_{2}\right)$ but here we have continuous rotational symmetry.

The lowest energy state is $\sigma=$ const. where $\sigma$ is an $x$-independent constant. But then any unit vector in any dimension is the ground state; so we have an infinitely degenerate ground state.

WLOG, we can choose $\sigma=(1,0, \ldots, 0)$ as this vector is as good as any other. Now, we consider a perturbatuon to this:

$$
\begin{equation*}
\delta \sigma=\left(\sqrt{1-\epsilon^{2}}, \epsilon, 0, \ldots, 0\right) \tag{21.6}
\end{equation*}
$$

Now, there are $N-1$ directions we can choose here, so there are $N-1$ low-energy "excitations". These have a name which you see everywhere in physics; namely, they are Goldstone bosons. There aren't really bosons, nor travelling waves here; everything is static. The name Goldstone boson is another term borrowed from the correspondence to quantum field theory. Goldstone's theorem says that the number of Goldstone bosons is equal to the number of broken symmetries. This is a group theory problem, so let's try this together. In three-dimensions, we have three rotational symmetries. How do we count them in $N$-dimensions? In general, we can count the number of planes we can rotate in (not the number of axes we can rotate around - think for example to $N=2$, where something can only rotate in the $x y$-plane around the $z$-axis). $O(N)$ symmetry then has the number of rotations given by the number of planes we can rotate in; this is given by $\frac{N(N-1)}{2}$ (we have $N$ choices for the first axis, then $N-1$ for the second axis; this forms the plane. We then divide by 2 as the order in which we pick the two axis does not matter and we do not want to overcount). If we now put $\sigma$ in one particular direction, how many symmetries are we left with? The symmetries that are left are the ones that rotate the other components, but leave the one component alone. In other words, the residual symmetries are $O(N-1)$, i.e. $\frac{(N-1)(N-2)}{2}$. So, the number of broken symmetries is:

$$
\begin{equation*}
\frac{N(N-1)}{2}-\frac{(N-1)(N-2)}{2}=\frac{N^{2}-N-\left(N^{2}-3 N+2\right)}{2}=\frac{2 N-2}{2}=N-1 \tag{21.7}
\end{equation*}
$$

as claimed. And this lines up with our prior analysis; there are $N-1$ components where we could place the $\epsilon$ for our excitation.

So, this is what we can say about low-energy states. This makes a low-temperature expansion quite complicated (actually, both the low and high $T$ expansions are complicated here; unlike the Ising model where we had sums, we have integrations over $N$-dimensional unit vectors, here).

### 21.4 Partition Function of the $O(N)$ Model

So far we just have the Hamiltonian. Let us compute the partition function so we can do statistical mechanics.

Let $x$ be a point on a lattice in $D$-dimensions. Then:

$$
\begin{equation*}
Z[T, V, B]=\int \prod_{x} d \boldsymbol{\sigma}(x) e^{-H / k_{B} T}=\int \prod_{x} d \boldsymbol{\sigma}(x) e^{-\frac{J}{2 k_{B} T} \sum_{x, i}(\boldsymbol{\sigma}(x+i)-\boldsymbol{\sigma}(x))^{2}+\frac{\mathbf{B}}{k_{B} T} \cdot \sum_{x} \boldsymbol{\sigma}(x)} \tag{21.8}
\end{equation*}
$$

note that the integral over unit vectors could (in practice) be done in arbitrary dimensions by going into polar coordinates (Which gets quite complicated for $N>3$, but can be done nonetheless)!

As we take $T \rightarrow \infty$ we get the paramagnetic phase, and indeed studying the limits of the phase diagram we find something akin to Fig. 4.4.

We now need to explore the computation of $Z$ in more detail. We have a very large number of coupled integrals, which in general we cannot do exactly. There are two approaches we an take however. One approach is the Gaussian transform of the Ising model, which leads us to the renormalization group discussion. The other option is to open up $\sigma$; if it were not required to live on an $N$-dimensional sphere
but could be some arbitrary vector, then the integral is just a Gaussian integral which we are very familiar with. The expression would not be particularly interesting as the model becomes a bit trivial when we remove the $\sigma^{2}(x)=1$ constraint; this constraint adds a lot to the dynamics. Let us implement the constraint into the integral as follows:

$$
\begin{equation*}
\int d \sigma \delta\left(\sigma^{2}-1\right) \tag{21.9}
\end{equation*}
$$

In 3D we know how to do this:

$$
\begin{equation*}
\int_{-\pi}^{\pi} d \varphi \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{\infty} r^{2} d r \delta\left(r^{2}-1\right) \tag{21.10}
\end{equation*}
$$

where we can then use that:

$$
\begin{equation*}
\delta\left(r^{2}-1\right)=\frac{\delta(r-1)+\delta(r+1)}{2|r|} \tag{21.11}
\end{equation*}
$$

so now invoking the Fourier transform:

$$
\begin{equation*}
2 \int d \sigma \delta\left(\sigma^{2}-1\right)=2 \int d \sigma \frac{d \lambda}{2 \pi} e^{-i \lambda\left(\sigma^{2}-1\right)} \tag{21.12}
\end{equation*}
$$

Now, let's use this trick for the partition function:

$$
\begin{equation*}
Z[T, V, B]=\int \prod_{x} d \sigma_{1}(x) \ldots d \sigma_{N}(x) \frac{d \lambda(x)}{\pi} e^{-\frac{I}{2 k_{B} T} \sum_{x, i}(\boldsymbol{\sigma}(x+i)-\sigma(x))^{2}-i \sum_{x} \boldsymbol{\sigma}(x)^{2} \lambda(x)+i \sum_{x} \lambda(x)+\frac{\mathbf{B}}{k_{B} T} \sum_{x} \boldsymbol{\sigma}(x)} \tag{21.13}
\end{equation*}
$$

which looks like we have gone backwards as we have introduced more integrals, but the gain is that we now just have an unconstrained integral over the $\sigma$ which is just going to be a Gaussian integral. We can then write down the all-too familiar result:

$$
\begin{equation*}
Z[T, V, B]=\int \prod_{x} \frac{d \lambda(x)}{\pi} \exp \left(-\frac{N}{2} \operatorname{Tr} \ln (\Delta+2 i \lambda)+i \sum_{x} \lambda(x)+\frac{1}{2}\left(\frac{\mathbf{B}}{k_{B} T}\right)^{2} \sum_{x y}(\Delta+2 i \lambda)_{x y}^{-1}\right) \tag{21.14}
\end{equation*}
$$

where the $N$ in the exponential comes out of the fact that we have $N$ identical integrals, and we have completed the square with the $\mathbf{B}$ term. The $\Delta$ in the above expression is the matrix:

$$
\begin{equation*}
\Delta(x, y)=\frac{J}{k_{B} T} \sum_{i=1}^{D}\left(2 \delta_{x, y}-\delta_{x, y+i}-\delta_{x+i, y}\right) \tag{21.15}
\end{equation*}
$$

and $2 i \lambda=2 i \lambda(x) \delta(x, y)$. We've seen this sort of thing when we studied the spherical model; we used the Fourier transform to implement a constraint etc. Here things are different in that the constraint is local/site-by-site (vs. the spherical model the constraint was global).

Next, time, we will consider the $\frac{1}{N}$ expansion, which will be an expansion in a dimensionless (small) parameter (if $N$ is large) which allows us to approximate this expression.

## 22 The $O(N)$ Model Continued

Last time we studied the $O(N)$ model. We considered taking the $N \rightarrow \infty$ limit, and in this limit we are able to derive the spherical model; kind of interesting that we can derive the spherical model (with a global constraint) from a model which only has local constraints! Of course for $N=1$ we have the Ising model, and as we vary $N$ we can interpolate between Ising and spherical.

We will not continue what we did last time as the equation for $i \lambda$ is equivalent to the equation for $\kappa^{2}$ that we had in the spherical model; the analysis of these integrals will be exactly the same as that case.

Our next step is then to turn to the renormalization group methods. We go to an effective field theory which describes the long-wavelength degrees of freedom. At the second-order phase transition, we can see fluctuations on macroscopic scales, so we can back off/course grain and look at the system macroscopically, and the system looks like a continuum. We can then analyze this continuum model. We can skip a whole bunch of stuff that we don't know how to do anyway, and just go to the last steps.

### 22.1 Lattice Field $O(N)$ Model

We consider an effective action $S_{\text {eff }}[\boldsymbol{\varphi}]$, where the action should inherit the rotational $O(N)$ symmetries of the original model; and so:

$$
\begin{equation*}
S_{\mathrm{eff}}[\boldsymbol{\varphi}]=\int d^{D} x\left(\frac{1}{2}\left(\nabla_{a} \boldsymbol{\varphi}\right)^{2}+\frac{\tau}{2} \varphi^{2}+\frac{\lambda}{4}\left(\varphi^{2}\right)^{2}\right) \tag{22.1}
\end{equation*}
$$

For $D>4$, dimensional analysis tells us that we actually have kept too many operators. The $\varphi^{2}$ term is always relevant, but for $D>4$ the $\left(\varphi^{2}\right)^{2}$ term is irrelevant; for $D<3$ there is also a $\varphi^{6}$ term that contributes to critical behaviour, but let us not worry about this (let's suppose $3<D<4$ ).

This is not too different to what we have been studying already, just that instead of a $\mathbb{Z}_{2}$ symmetry we now have an $O(N)$ symmetry.

We consider the small wavevector regime, i.e. $|\mathbf{k}| \leq 1$. The partition function for this system is:

$$
\begin{equation*}
Z[T, V]=\int[d \varphi] e^{-S_{\mathrm{eff}}[\varphi]} \tag{22.2}
\end{equation*}
$$

### 22.2 Analyzing the Model with Perturbation Theory

We want to somehow attack this model; one (numerical) approach would be to discretize the space and then use a Monte Carlo simulation. If we don't have a computer, our approach is to suppose $\lambda$ is small and treat the problem in perturbation theory; if $\lambda=0$ then we can just do a Gaussian integral, and if $\lambda$ small then we can consider corrections to the Gaussian integral. We will find that things will flow/attracted to the Wilson-Fisher fixed point, from which we can analyze4 the critical behaviour.

So, we assume $\lambda$ is small, and moreover that it stays small. We consider $D=4-\epsilon$. We do a double expansion in $\lambda$ and $\epsilon$. Here we lower our cutoffs to remove the short wavelength degrees of freedom to study the long-wavelength ones which give rise to the critical behaviour; this is counter to what you may have seen in a quantum field theory course, where the cutoffs are generally raised.

There is an analog here to WKB /semiclassical approx in QM - the size of the action controls the behaviour. If the action is large, then the motion is classical and WKB works.

So, lets split up the field into:

$$
\begin{equation*}
\varphi(x)=\varphi_{<}(x)+\varphi_{>}(x) \tag{22.3}
\end{equation*}
$$

where we want to integrate out the $\varphi_{>}(x)$ which is the big $|\mathbf{k}| /$ short wavelength degrees of freedom. So, we want:

$$
\begin{equation*}
e^{-\tilde{S}_{\mathrm{eff}}\left[\varphi_{<}\right]}=\int d \varphi_{>} e^{-S_{\mathrm{eff}}\left[\varphi_{<}+\varphi_{>}\right]} \tag{22.4}
\end{equation*}
$$

by expanding in a Taylor series:

$$
\begin{equation*}
e^{-\tilde{S}_{\mathrm{eff}}\left[\varphi_{<}\right]} \approx e^{-S_{\mathrm{eff}}\left[\varphi_{<}\right]} \int d \varphi_{>} e^{-\int d x \frac{\partial S_{\mathrm{eff}}}{\partial \varphi_{<}(x)} \varphi_{>}(x)-\frac{1}{2} \int d x d y \frac{\partial^{2} S_{\text {eff }}}{\partial \varphi_{<}(x) \partial \varphi_{<}(y)} \varphi_{>}(x) \varphi_{>}(y)+\ldots} \tag{22.5}
\end{equation*}
$$

and if we approximate by truncating the expansion at quadratic order, we just have a Gaussian integral. This truncation is justified so long as $\lambda$ in $S_{\text {eff }}$ is small.

There is the linear term which sometimes we put there, sometimes we ignore/throw away. This term we do not want, but it is only nonzero for $\varphi_{<}$s for sufficiently large wavenumbers which can add up to greater than 1; but we are really only interested in $\varphi_{<}$s close to zero, and so we are justified in throwing it away. It's not too hard to keep track of it, it just makes for more writing. It's worth noting that most textbooks don't even mention this, and just throw this term away.

Doing the Gaussian integral, we get:
$\tilde{S}_{\mathrm{eff}}[\boldsymbol{\varphi}]=\int d^{D} x\left(\frac{1}{2}\left(\nabla_{a} \boldsymbol{\varphi}_{<}\right)^{2}+\frac{\tau}{2} \boldsymbol{\varphi}_{<}^{2}+\frac{\lambda}{4}\left(\boldsymbol{\varphi}_{<}^{2}\right)^{2}\right)+\frac{1}{2} \operatorname{Tr}_{>} \ln \left(\left(-\nabla^{2} \delta^{I J}+\tau \delta^{I J}+\frac{\lambda}{2} \boldsymbol{\varphi}_{<}^{2} \delta^{I J}+\lambda \varphi_{<}^{I} \varphi_{<}^{J}\right) \delta(x, y)\right)$
This trace is over the pieces of the matrix that have wavenumber $|\mathbf{k}|>1$. This is because the quadratic form appeared between two $\varphi_{>} s$. This is discussed at length in the assignment; there is however one difference, namely the $\lambda \varphi_{<}^{I} \varphi_{<}^{J}$ term. This has something to do with the appearance of Goldstone bosons. It is something that we will easily handle, but let us point it out; it helps things be $N$-dependent.

Now what? There is another step to the renormalization group transformation, namely scaling. There are two scaling; one is multiplying $\varphi$ by a constant. It will turn out that the $\frac{1}{2}\left(\boldsymbol{\nabla}_{a} \boldsymbol{\varphi} \boldsymbol{\varphi}_{<}\right)^{2}$ is not corrected by the trace log term, and the corrections start at higher order. Then, there is an actual coordinate/scale transformation such that the term is preserved. We could do this now, but perhaps it is better to discuss what we obtain from the trace log first.

So, if $\frac{1}{2}\left(\nabla_{a} \varphi_{<}\right)^{2}$ is not corrected, and I'm only interested in how $\varphi_{<}^{2}$ and $\left(\varphi_{<}^{2}\right)^{2}$ change, from the trace $\log$ term it should be good enough to extract terms that look like $\varphi_{<}^{2}$ and $\left(\varphi_{<}^{2}\right)^{2}$. I can assume $\varphi_{<}$does not depend on $x$ in the trace $\log$ to get such terms.

Let's establish a new cutoff; $\varphi_{<}$is $|k|<\Lambda$ and $\varphi_{>}$is $\Lambda<|k|<1$. We set $\varphi^{I}$ constant in the trace log, and then:

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr} \ln (\ldots)=\frac{1}{2} \int d^{D} x \int_{\Lambda<|k|<1} \frac{d^{D} k}{(2 \pi)^{D}} \operatorname{Tr}\left(\left(k^{2}+\tau+\frac{\lambda \varphi^{2}}{2}\right) \delta^{I J}+\lambda \varphi^{I} \varphi^{J}\right) \tag{22.7}
\end{equation*}
$$

The eigenvalue problem is:

$$
\begin{equation*}
\sum_{J} \varphi^{I} \varphi^{J} V^{J}=\lambda V^{I} \tag{22.8}
\end{equation*}
$$

One of the eigenvectors is $V^{I}=\varphi^{I}$, with eigenvalue $\lambda=\varphi^{2}$. Also, any vector orthogonal to $\varphi$ (of which there are $N-1$ linearly independent such vectors) will satisfy the equation with $\lambda=0$ ( $N-1$ fold degeneracy). So, we can use this information to find the trace:

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr} \ln (\ldots)=\frac{1}{2} \int d^{D} x \int_{\Lambda<|k|<1} \frac{d^{D} k}{(2 \pi)^{D}}\left[(N-1) \ln \left(k^{2}+\tau+\lambda \frac{\varphi_{<}^{2}}{2}\right)+\ln \left(k^{2}+\tau+\frac{3}{2} \lambda \varphi_{<}^{2}\right)\right] \tag{22.9}
\end{equation*}
$$

If we put $D=4$, the integrals become quite simple (we go to polar coordinates for $k$, and carry out the angular integrals, giving us the surface area of the unit 3 -sphere, which is $2 \pi^{2}$, and then we just have the radial integral left - we can do this because the integrand only depends on $k^{2}$.)

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr} \ln (\ldots)=\frac{1}{2} \int d^{4} x \frac{2 \pi^{2}}{16 \pi^{4}} \int_{\Lambda}^{1} k^{3} d k\left((N-1) \ln \left(k^{2}+\tau+\lambda \frac{\varphi_{<}^{2}}{2}\right)+\ln \left(k^{2}+\tau+\frac{3}{2} \lambda \varphi_{<}^{2}\right)\right) \tag{22.10}
\end{equation*}
$$

and now this is something we can just throw into Maple; but we can also do it ourselves. We only need the terms in $\varphi^{2}, \varphi^{4}$. We can either Taylor expand and then integrate, or integrate and Taylor expand to get the information that we want. So, let's Taylor expand:

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr} \ln (\ldots)=\frac{1}{2} \int d^{4} x \frac{1}{8 \pi^{2}} \int_{\Lambda^{2}}^{1} \frac{k^{2} d k^{2}}{2}\left[\frac{\lambda \varphi_{<}^{2}}{k^{2}+\tau}-\frac{1}{2} \frac{1}{\left(k^{2}+\tau\right)^{2}} \frac{5}{2} \lambda^{2}\left(\varphi_{<}^{2}\right)^{2}\right]=\Delta \tau \frac{1}{2} \varphi_{<}^{2}+\frac{\Delta \lambda}{4}\left(\varphi_{<}^{2}\right)^{2} \tag{22.11}
\end{equation*}
$$

Part of your assignment will be to figure out the $\beta$ function coming from these coupling constants; 5hiw iw

## 23 The $O(N)$ model concluded

The renormalizaiton group process has three parts; first part is to do the functional integral over the short wavelength parts. Then the second part is to put the first term in the effective action to its canonical form of $\frac{1}{2}(\nabla \varphi)^{2}$. The third step is to rescale, putting the cutoff back at $\Lambda=1$. This yields a new effective action, and now we want to know how the old and new effective actions are related. The way to get a handle on this change is to consider an infinitesimal change, yielding a (nonlinear) differential equation - which leads to a flow problem. The flow of the coupling constants are governed by the $\beta$ functions, and we can use these and dimensional analysis to figure out what some of the critical exponents are. For example we can look at $\langle\varphi(x) \varphi(y)\rangle_{C}$ and see how things scale.

### 23.1 Calculating the Coupling Constant Shift

So as a last step here, let us show how we calculate the $\beta$ function. The effective action to begin with is:

$$
\begin{equation*}
S_{\mathrm{eff}}[\varphi]=\int d^{4-\epsilon} x\left\{\frac{1}{2}(\boldsymbol{\nabla} \boldsymbol{\varphi})^{2}+\frac{\tau}{2} \varphi^{2}+\frac{\lambda}{8}\left(\boldsymbol{\varphi}^{2}\right)^{2}\right\} \tag{23.1}
\end{equation*}
$$

Then, having integrated the short wavelength modes out:

$$
\begin{equation*}
S_{\mathrm{eff}}\left[\varphi_{<}\right]=S_{\mathrm{eff}}\left[\varphi_{<}\right]+\frac{1}{2} \operatorname{Tr}_{>} \ln \left(-\nabla^{2} \delta^{i j}+\tau \delta^{i j}+\frac{\lambda}{2} \delta^{i j} \varphi_{<}^{2}+\lambda \varphi_{<}^{i} \varphi_{<}^{j}\right) \tag{23.2}
\end{equation*}
$$

we only have any hope of evaluating the trace-log if we know the eigenvalues of the matrix. Generally, we look for slightly simpler things; we are only interested in how the $(\nabla \boldsymbol{\varphi})^{2}, \varphi^{2},\left(\varphi^{2}\right)^{2}$ terms change - the former does not change (which can be shown by Taylor expanding the trace-log), and to study hpw the others change we can just take $\varphi$ a constant inside of the trace log.

We should also recall at some point that we got this by integrating the short wavelength modes, so we note the restriction $>$ on the range of the trace.

To evaluate the trace-log, we can consider $\lambda \varphi_{<}^{i} \varphi_{<}^{j}$ as a perturbation; to this end we Taylor expand:

$$
\begin{equation*}
\operatorname{Tr} \ln (A+B)=\operatorname{Tr} \ln \left(A\left(I+A^{-1} B\right)\right)=\operatorname{Tr} \ln A+\operatorname{Tr} A^{-1} B-\frac{1}{2} \operatorname{Tr}\left(A^{-1} B A^{-1} B\right)+\ldots \tag{23.3}
\end{equation*}
$$

So then (assuming $\lambda$ is small - note we need this assumption to do this expansion, and it turns out to be not so bad of an assumption; but we are not able to proceed without it. The reasons why this succeeds is likely due to the RG flow, and the fixed point is attractive, so even if $\lambda$ is bigger it flows back to the fixed point that we find):

$$
\begin{align*}
\frac{1}{2} \operatorname{Tr}_{>} \ln \left(-\nabla^{2} \delta^{i j}+\tau \delta^{i j}+\frac{\lambda}{2} \delta^{i j} \varphi_{<}^{2}+\lambda \varphi_{<}^{i} \varphi_{<}^{j}\right) & =\frac{1}{2}\left[\left(-\nabla^{2}+\tau\right) \delta^{i j}\left(\frac{\lambda}{2} \delta^{i j} \varphi_{<}^{2}+\lambda \varphi^{i} \varphi^{j}\right)\right] \\
& =\frac{1}{2} \int d^{4-\epsilon} x d^{4-\epsilon} y \delta^{i j} g(y, x)\left[\frac{\lambda}{2} \delta^{i j} \varphi_{<}^{2}(x)+\lambda \varphi^{i}(x) \varphi^{j}(x)\right] \delta(x, y) \tag{23.4}
\end{align*}
$$

now we can use the delta function to integrate out $y$, and then we can sum over $i j$. We then get:

$$
\begin{align*}
\frac{1}{2} \operatorname{Tr}_{>} \ln \left(-\nabla^{2} \delta^{i j}+\tau \delta^{i j}+\frac{\lambda}{2} \delta^{i j} \varphi_{<}^{2}+\lambda \varphi_{<}^{i} \varphi_{<}^{j}\right) & =\frac{1}{2}\left[\left(-\nabla^{2}+\tau\right) \delta^{i j}\left(\frac{\lambda}{2} \delta^{i j} \varphi_{<}^{2}+\lambda \varphi^{i} \varphi^{j}\right)\right]  \tag{23.5}\\
& =\frac{1}{2} \int d^{4-\epsilon} x g(x, x)\left(\frac{\lambda}{2} N+\lambda\right) \varphi(x)^{2}
\end{align*}
$$

Note that by Fourier transforming:

$$
\begin{equation*}
g(y, x)=\int_{\Lambda<|p|<1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \frac{e^{i \mathbf{p}(\mathbf{y}-\mathbf{x})}}{\left(p^{2}+\tau\right)} \tag{23.6}
\end{equation*}
$$

but we can actually set $\epsilon=0$ here as we double expand in $\epsilon, \lambda$ and $\epsilon$ is the same order as $\lambda$. If we have $y=x$ :

$$
\begin{equation*}
g(x, x)=\int_{\Lambda<|p|<1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \frac{1}{p^{2}+\tau} \tag{23.7}
\end{equation*}
$$

so then:

$$
\begin{equation*}
\frac{1}{2} \int d^{4-\epsilon} x g(x, x)\left(\frac{\lambda}{2} N+\lambda\right) \boldsymbol{\varphi}(x)^{2}=\int d^{4} x \frac{1}{2} \varphi^{2}(x)\left(\frac{N+2}{2} \lambda \int_{\Lambda}^{1} \frac{d^{4-\epsilon} p}{(2 \pi)^{4-\epsilon}} \frac{1}{p^{2}+\tau}\right) \tag{23.8}
\end{equation*}
$$

So $\tau$ goes to $\tau+$ the expression in the brackets above. We can do the same to quartic order. We then rescale; the $\varphi$ s bring $\Lambda \mathrm{s}$ and then the integration measures bring out a $\frac{1}{\Lambda^{D}}$; so then after the rescaling, we go to:

$$
\begin{equation*}
\tau \rightarrow \frac{\tau}{\Lambda^{2}}+\frac{1}{\Lambda^{2}} \cdot \text { stuff in brackets } \tag{23.9}
\end{equation*}
$$

### 23.2 Flow Equations for Coupling Constants

So this is what $\tau$ is replaced by; we can now assume that the transformation is infinitesimal, and find the differential rate, yielding the $\beta$ function for $\tau$ :

$$
\begin{equation*}
\beta_{\tau}(\tau, \lambda)=\left.\Lambda \frac{\partial}{\partial \Lambda} \tau\right|_{\Lambda=1} \tag{23.10}
\end{equation*}
$$

taking the derivative:

$$
\begin{equation*}
\frac{\partial}{\partial \Lambda} \tau=-2 \tau+\frac{\lambda\left(\frac{N+2}{2}\right)}{\tau+\Lambda^{2}} \tag{23.11}
\end{equation*}
$$

setting $\Lambda=1$ we find:

$$
\begin{equation*}
\beta_{\tau}(\tau, \lambda)=-2 \tau+\frac{N+2}{2} \frac{\lambda}{\tau} \tag{23.12}
\end{equation*}
$$

We can proceed analogously to find $\beta_{\lambda}(\tau, \lambda)$, and then study (analytically or numerically) the two differential equations that follow to see how $\tau, \lambda$ change (we can also find the fixed points in this way).

Now, note that the original $Z[T, V]$ did not depend on $\Lambda$, and so $\langle\varphi(x) \varphi(y)\rangle$ before RG should not either. But now our results seem to depend on the cutoff $\Lambda s$ - how is this consistent? Basically, there will be dependencies that cancel in our final results; mathematically:

$$
\begin{equation*}
\left(\Lambda \frac{\partial}{\partial \Lambda}+\sum_{r} \beta_{r}(\lambda) \frac{\partial}{\partial \lambda}\right) Z=0 \tag{23.13}
\end{equation*}
$$

Now we have something like a flow equation:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \lambda_{r}(t)=-\beta_{r}(\lambda(t)) \tag{23.14}
\end{equation*}
$$

where we take $\Lambda=e^{-t}$; then Eq. (23.13) is satisfied. We then look at the trajectories, and let things flow until they stop (if they do not then the coupling becomes strong and we have other problems). We can then study the theories at the fixed points. This contains the information about the RG group. Note the exact
solution of these equations would be in a sense non-perturbative because the solutions to these equations contain information about the coupling constants to infinite order. Even though we can't calculate them directly, we guess what they can be so the RG equations work.

So, we discussed extracting the critical exponent from the correlation length. Let us not go through this explicitly, but it can be done in theory. For the $O(N)$ model, let us write down what these critical exponents turn out to be. In $\epsilon$ dimensions, we get: Note that when $N=1$ we have the Ising model

| Critical Exponent | Value |
| :---: | :---: |
| $\alpha$ | $-\frac{N-4}{2(N+8)} \epsilon+\ldots$ |
| $\beta$ | $\frac{1}{2}-\frac{3}{2(N+8)} \epsilon+\ldots$ |
| $\gamma$ | $1+\frac{N+2}{2(N+8)} \epsilon$ |
| $\delta$ | $3+\epsilon+\ldots$ |
| $\eta$ | $\frac{N+2}{2(N+8)^{2}} \epsilon^{2}+\ldots$ |
| $\nu$ | $\frac{1}{2}+\frac{N+2}{4(N+8)} \epsilon+\ldots$ |

and when $N=\infty$ we have the spherical model (note that $N \rightarrow \infty$ is a viable limit for all of the critical exponents above, and we will see the spherical model critical exponents will be reproduced.)

By this unlikely route, we are able to systematically calculate critical exponents to a fairly high (not quite as high as conformal bootstrap, but still a respectable number of decimal places) precision. This is a nice piece of physics - in itself, but also it maps onto quantum field theory and fundamental physics. There's a bit can of worms in this correspondence that we will not go into too much - do take a field theory course if you are curious about it!


[^0]:    ${ }^{1}$ Carved on his headstone!

[^1]:    ${ }^{2}$ well, there are exotic quasiparticles like anyons... but we leave that to another course

[^2]:    ${ }^{3}$ I take home my hard earned pay all alone. . .

[^3]:    ${ }^{4}$ Note: we are allowed to search in the complex plane; more formally, we have an integral over the real line, the contour which we then deform off the real axis such that the contour follows the "mountain passes" in the complex landscape. Here this is not so complicated, as we have real solutions.

[^4]:    ${ }^{5}$ We will have the machinery to explain why this decay is exponential by the end of the course. For now, we take it as a result.

[^5]:    ${ }^{6}$ Actually, note quite - we are missing the Jacobian term; but it suffices in our case to know that the Jacobian does not grow as the exponential of something, which it does not in this case, so we can neglect it

[^6]:    ${ }^{7}$ So long as we can diagonalize $2 \times 2$ matrices and evaluate Gaussian integrals, you're ready to be a theorist, apparently...

[^7]:    ${ }^{8}$ unless you have ARPES, or STM

[^8]:    ${ }^{9}$ If your undergrad E\&M course was advanced, you might have used conformal transformations to solve Maxwell's equations.

