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Introduction:
This is a set of lecture notes taken from UBC’s PHYS 500 (Graduate Quantum Mechanics I) course,

taught by Dr. Ariel Zhinitsky. The course covers Angular momentum and spin, electromagnetic
interactions, Time-independent perturbation theory, the WKB approximation, Time-dependent

perturbation theory, the adiabatic approximation, and scattering. If any errors are found in the notes, feel
free to email me at ryoheiweil@phas.ubc.ca.
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1 Angular Momentum

1.1 Units

We set h̄ = 1 for this course (natural units), unless we are doing a numerical estimate of some quantity.

1.2 Angular Momentum - Definitions

Angular momentum operators obey the commutation relations:

[Li, Lj] = iϵijkLk. (1.1)

Where ϵijk is the Levi-Cicata symbol, defined as:

ϵijk =


+1 ijk is an even permutation of 123
−1 ijk is an odd permutation of 123
0 otherwise

(1.2)

We also follow the Einstein summation convention, where repeated indices are implicitly summed over.
We also define the raising/lowering operators:

L± = Lx ± iLy (1.3)

and the total angular momentum:
L2 = L2

x + L2
y + L2

z . (1.4)

It can be easily verified that:
[L2, Li] = 0 (1.5)

and that:
[Lz, L+] = [Lz, Lx + iLy] = +L+ (1.6)

[Lz, L−] = −L− (1.7)

[L2, L±] = 0 (1.8)

Note that while Li are Hermitian operators (they are observables), the L± are not (this can be verified by
the definition of the Hermitian conjugate). However this does not mean that it is not useful. Now, we ask,
what is the physical meaning of:

[L2, Lz] = 0 (1.9)

The answer is that we can know/measure L2 and Lz simultaneously. Next, what is the meaning of:

[L2, L±] = 0 (1.10)

This means that if we apply L± to an eigenstate of L2, we do not change the eigenstate. Now, what is the
physical meaning of:

[Lz, L+] = L+? (1.11)

It tells us that L+ is a raising operator for Lz; it increments the eigenvalue of Lz.
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1.3 Angular Momentum - Eigenvalues

Let us now proceed with our construction. Consider the simultaneous eigenbasis of L2 and Lz. Let us call
the kets of this eigenbasis as |l, m⟩. We want to solve the eigenvalue problem:

L2|l, m⟩ = λ|l, m⟩.
Lz|l, m⟩ = m|l, m⟩ (1.12)

Let us back up for a moment; why can we define a simultaneous eigenbasis? Of course this follows from
the fact that L2 and Lz commute:

[L2, Lz] = 0 =⇒ [L2, Lz]|l, m⟩ = 0. (1.13)

Let us also check our physical interpretation of L+. We know that L+|l, m⟩ should give us another eigen-
state of L2 and Lz (which we can call |x⟩), but to this end we calculate:

[L2, L±] = 0 =⇒ [L2, L±]|l, m⟩ = 0. (1.14)

so we know that:
L2|x⟩ − λ|x⟩ = 0. (1.15)

Now, we know that [Lz, L+] = L+, so:

[Lz, L+]|l, m⟩ = L+|l, m⟩. (1.16)

Expanding the above, we have:
Lz|x⟩ − m|x⟩ = |x⟩. (1.17)

So rearranging we have:
Lz|x⟩ = (m + 1)|x⟩ (1.18)

And we can find an analogous result for L−. We don’t yet know how to normalize these states (we will
do so later). But the above result is purely algebraic; no differential equations or spherical harmonics to
be found. Let us continue and find the eigenvalues in an algebraic manner. If we recall the definition of
L2 in Eq. (1.4), we have:

L2 = L2
z + L2

y + L2
x = L2

z + (Lx + iLy)(Lx − iLy) + i(LxLy − LyLx). (1.19)

Now using what we know of the angular momentum commutation relations and the raising/lowering
operators:

L2 = L2
z + L+L− − Lz = L2

z + L−L+ + Lz (1.20)

Now, we consider applying the lowering operator L− many many times. We then get to a state with the
lowest projection mmin. We then have that:

L−|l, mmin⟩ = 0. (1.21)

This arises from the fact that we cannot decrease m further than the total angular momentum value
(much in the same way that we cannot go below the ground state of the quantum harmonic oscillator).
Analogously, we have:

L+|l, mmax⟩ = 0. (1.22)

Now, we apply L2 to the minimum projection eigenstate. Then using the form of L2 derived above, we
have:

L2|l, mmin⟩ = (L2
z + L+L− − Lz)|l, mmin⟩ = (L2

z − Lz)|l, mmin⟩ = (m2
min − mmin)|l, mmin⟩ (1.23)
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and analogously:

L2|l, mmax⟩ = (L2
z + L−L+ + Lz)|l, mmax⟩ = (L2

z + Lz)|l, mmax⟩ = (m2
max + mmax)|l, mmax⟩. (1.24)

From this we obtain that:
(m2

min − mmin) = (m2
max + mmax) (1.25)

as the magnitude/eigenvalue of L2 on the min/max projections should be the same. The above equation
only has one nontrivial solution:

mmax = −mmin. (1.26)

Now, we observe that we have an integer number of steps (as L+/L− raise/lower by integers), so:

mmax − mmin = N ∈ N (1.27)

And therefore:
2mmax = N =⇒ mmax =

N
2

. (1.28)

That is to say that the eigenvalues of angular momentum can be integers or half-integers. We can conclude
the eigenvalue relations:

L2|l, m⟩ = l(l + 1)|l, m⟩ (1.29)

Lz|l, m⟩ = m|l, m⟩ (1.30)

where l or m are either integers or half integers.
Now, we move onto the question of degeneracy. We have a 2l + 1 degeneracy, where we count:

m = −l,−l + 1, . . . , 0, . . . , l − 1, l. (1.31)

Now, we suppose we want to compute ⟨l, m|Lx|l, m⟩. It turns out to be zero, but how do we show
this? Physically, we can say that Lx is completely uncorrelated with Lz and so we should get zero.
Mathematically we can use ladder operators:

⟨l, m|Lx|l, m⟩ = ⟨l, m|L+ + L−|l, m⟩ = ⟨l, m|
(
|l, m + 1⟩+ |l, m − 1⟩

)
0 (1.32)

where in the last relation we use that the |l, m⟩ are orthogonal. Now we ask what about ⟨l, m|L2
x|l, m⟩? It

is nonzero. We can calculate this by:

⟨l, m|L2
x|l, m⟩ = ⟨l, m|L2 − L2

z − L2
y|l, m⟩ (1.33)

by symmetry we can conclude that ⟨l, m|L2
x|l, m⟩ = ⟨l, m|L2

y|l, m⟩, and so:

⟨l, m|L2
x|l, m⟩ = 1

2
⟨l, m|(L2 − L2

z)|l, m⟩ = 1
2

[
l(l + 1)− m2

]
. (1.34)
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2 Angular Momentum and Spin

2.1 Review of Angular Momentum Operators

We start by reviewing the important points of last class. Using the commutation relations for L2, Lz, L±,
we established that L± do not change the eigenvalue of L2 when acting on an joint eigenstate of L2/Lz,
and we established the equations:

L2 = L2
z + L±L∓ ∓ Lz. (2.1)

L2 is the same for the highest and lowest states for Lz, and we established that mmax = −mmin. We found
that the eigenvalues of Lz jump in integer steps, and can take either integer or half-integer values. The
main point is that we derived this purely algebraically (we did not solve Legendre polynomials). Note
that

L+|l, mmax⟩ = L−|l, mmin⟩ = 0 (2.2)

is equivalent to the boundary conditions when solving this problem in the differential equations approach.
We found that:

⟨l, m|L±|l, m⟩ = 0. (2.3)

by orthogonality, and using that Lx/y = (L+ ± L−)/2 that:

⟨l, m|Lx/y|l, m⟩ = ⟨l, m| L+ + L−
2

|l, m⟩ = 0. (2.4)

2.2 Parity and Eigenkets of Angular Momentum

It is clear that:
⟨l, m|Lz|l, m⟩ = m. (2.5)

We now ask, what is the value of ⟨l, m|Z|l, m⟩ and ⟨l, m|X|l, m⟩? We find that:

⟨l, m|Z|l, m⟩ = ⟨l, m|X|l, m⟩ = 0 (2.6)

as when we specify the angular momentum, we know nothing of the position.
How would we do this rigorously? We will come back to this when we do selection rules. For now, let

us consider defining the parity operator P that takes a vector v and maps it to −v. So, each of the position
operators get mapped to their negative (i.e. P†XP = −X). Using this in tandem with the fact that |l, m⟩
are eigenvalues of parity (with eigenvalues (−1)l , as we will discuss below), we could conclude that the
above expectation values vanish, as:

⟨l, m|X|l, m⟩ = ⟨l, m|(−1)lX(−1)l |l, m⟩ = ⟨l, m|P†XP|l, m⟩ = ⟨l, m|(−X)|l, m⟩ = −⟨l, m|X|l, m⟩ (2.7)

and comparing the first and last expressions we find that the expectation value is zero. However, we may
then ask why does the expectation value of Lz not vanish? This is because angular momentum (like torque
and magnetic fields) are not vectors, but rather pseudovectors.

Let us take a closer look at how parity is related to eigenkets of angular momentum. In the position
basis, we can write them as spherical harmonics:

|l, m⟩ ∼= Ym
l (θ, φ). (2.8)

Consider a unit vector in 3d:

n̂ = (nx, ny, nz) = (sin θ cos φ, sin θ sin φ, cos θ). (2.9)

How do the spherical harmonics behave under Ym
l (n̂) → Ym

l (−n̂) (in terms of angles, θ → π − θ, φ →
φ + π) They transform as:

Ym
l (−n̂) = (−1)lYm

l (n̂). (2.10)
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Let us look at a couple examples. Y0
0 ∼ 1√

4π
so is unchanged under the flip of the vector. Y0

1 ∼ cos θ so

this maps to cos(−θ) → − cos θ under a flip of the vector. Y1
1 ∼ sin θeiφ, so the sin θ stays the same under

interchange but eiφ flips sign so it maps to −Y1
1 .

Note this discussion is really trying to motivate the use of symmetry to skip doing computations; we
don’t have to compute integrals if we know the symmetry of the system.

Another example (returning to the above discussion of expectation values of position). Hopefully by
now we would be convinced that:

⟨l, m|R|l, m⟩ = 0. (2.11)

by the above arguments showing that |l, m⟩ are eigenvalues of parity with eigenvalue (−1)l . Now what
about ⟨l + 1, m|R|l, m⟩? In this case it is nonzero as the negative signs cancel when we consider the parity
properties.

2.3 Coefficients of Ladder Operators

We know that the ladder operators follow the relation:

L+|l, m⟩ = c+|l, m + 1⟩ (2.12)

but we have yet to calculate c+. Let us do this now. We consider acting L− on the dual of |l, m⟩:

⟨l, m|L− = c∗+⟨l, m + 1| (2.13)

So therefore:
⟨l, m|L−L+|l, m⟩ = |c+|2⟨l, m + 1|l, m + 1⟩ (2.14)

so:
|c+|2 = ⟨l, m|L2 − L2

z − Lz|l, m⟩ = l(l + 1)− m2 − m (2.15)

so we conclude:
c+ =

√
l(l + 1)− m(m + 1) (2.16)

and we can do an analogous computation to conclude that:

c− =
√

l(l + 1)− m(m − 1) (2.17)

2.4 Spin 1/2

Because of the degeneracy of angular momentum (2l + 1) derived via the Schrodinger equation, people
expected to always see an odd number of lines when (e.g.) measuring the energy lines of atoms. But this
turned out not to be true in experimental results; this is because not only does angular momentum come
in orbital form, but also in an intrinsic form known as spin. This formalism and theory was developed by
Pauli, and we now begin to explore it here through discussion of spin-1/2 systems. For such systems, we
have s = 1/2, where the spin operators follow the commutation relations:

[Si, Sj] = iϵijkSk. (2.18)

Since there are (2s + 1) states, we have only two spin eigenstates:

|s = 1
2

, sz = +
1
2
⟩, |s = 1

2
, sz = −1

2
⟩ (2.19)

Which obey:

S+|s =
1
2

, sz = +
1
2
⟩ = 0, S−|s =

1
2

, sz = −1
2
⟩ = 0 (2.20)
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Given this, a natural notation for these states is:

|↑⟩ := |s = 1
2

, sz = +
1
2
⟩, |↓⟩ := |s = 1

2
, sz = −1

2
⟩ (2.21)

So the above relations become (e.g.) S+|↑⟩ = 0. The total spin operator is given by:

S ∼= 1
2

σ (2.22)

where σ = (σx, σy, σz)T , with the Pauli matrices given by:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (2.23)

Note that there is no reference to coordinates whatsoever here; everything is purely algebraic. Now, what
is the value of S2|↑⟩? From the theory of angular momentum, we know that:

S2|↑⟩ = s(s + 1)|↑⟩ = 3
4
|↑⟩. (2.24)

But let us derive this result using the matrix form of S2. We can explicitly calculate to find that:

σ2
i =

(
1 0
0 1

)
(2.25)

for each of the pauli matrices, so:

S2 ∼= 1
4
(σ2

x + σ2
y + σ2

z ) =
3
4

(
1 0
0 1

)
. (2.26)

So with the choice of representation that |↑⟩ ∼=
(

1
0

)
and |↓⟩ ∼=

(
0
1

)
, we find:

S2|↑⟩ = 3
4
|↑⟩, (2.27)

along with:
Sz|↑⟩ = |↑⟩. (2.28)

by looking at these matrix expressions. From now on, we will focus on spin-1/2 (though we will explore
spin-1 in the homework). We will discuss the most general spin 1/2 state. It is given by:

|χ⟩ = c+|↑⟩+ c−|↓⟩. (2.29)

In the spinor representation, it is given by:

χ =

(
c+
c−

)
. (2.30)

How many real parameters are needed to specify the quantum state? Naively, we would say 4 (2 complex
numbers). But it turns out to be only two. One parameter is reduced by the normalization condition:

|c+|2 + |c−|2 = 1. (2.31)

We also have a reduction of one from the fact that the state is physically unchanged when multiplied by
a global phase |χ⟩ ∼ eiφ|χ⟩; this comes from the fact that we can only measure probabilities in QM, and
when we calculate these (using the Born rule, p(i) = ⟨ψ|Πi|ψ⟩ the global phase cancells out). An important
distinction: relative phases are observable (e.g. in neutron inferometry experiments), while global ones are
not. So in the case of a single spin-1/2 particle, we can neglect the phase, but when we have multiple
particles we cannot neglect relative phases.
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3 Electron in EM field

3.1 Review of Spin

We have the spin commutation algebra (identical to the angular momentum commutation algebra):

[Si, Sj] = iϵijkSk. (3.1)

However, there is no way to represent the spin operators in spatial coordinate; we instead use matrices.
Consider s = 1/2. Then we have S = 1

2 σ, where Sz has eigenstates |↑⟩ ∼= (1
0) and |↓⟩ ∼= (0

1). Any state can
be expressed as a linear combination of these two:

χ =
c+√

|c+|2 + |c−|2

(
1
0

)
+

c−√
|c+|2 + |c−|2

(
0
1

)
. (3.2)

3.2 Inner and Outer Products, Completeness

We also have the inner product that gives us numbers:

⟨↑ |↑⟩ =
(

1 0
)(1

0

)
= 1. (3.3)

Also note that outer products give us matrices:

P+ = |↑⟩⟨↑| ∼=
(

1
0

)(
1 0

)
=

(
1 0
0 0

)
(3.4)

The above P↑ is a projector (that projects onto the spin-up subspace); as we have:

P↑|↑⟩ =↑, P+|↓⟩ = 0. (3.5)

Note also the completeness relation:
|↑⟩⟨↑|+ |↓⟩⟨↓| = I. (3.6)

As
{
|↑⟩, |↓⟩

}
is an ONB for the spin-1/2 Hilbert space. When we have infinitely many states in an ONB,

we have:
∞

∑
n=0

|n⟩⟨n| = I,
ˆ
|x⟩⟨x|dx = I (3.7)

where the former is for a discrete ONB, the latter is for a continuous one (of course there are the caveats
that |x⟩ aren’t really square-integrable states, but let us not worry about this). Now, a question: what is
the |↑⟩⟨↓|? It is an operator that flips a down-spin to an up-spin:

|↑⟩⟨↓| ∼=
(

0 1
0 0

)
(3.8)

Of course this is just the S+ operator (it is not Hermitian, while P↑ is).

3.3 Electron in Magnetic Field

Consider the Hamiltonian:
H = −µ · B (3.9)
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where µ = γS with γ is a scalar known as the gyromagnetic ratio. It is equal to:

γ =
eh̄

2mc
2 (3.10)

Note we’ve written γ to include the h̄ factor; usually h̄ goes with S, but with our units convention, we
prefer to write it this way. Note that if we calculate the gyromagnetic moment just by classical methods,
we would just get e

2mc . The coefficient 2 is the g-factor, which can be obtained by taking the nonrelativistic
limit of the Dirac equation (we won’t try to do this here); there is some hidden deep physics here we will
leave for a different course.

Note that we have assumed that there is no orbital angular momentum for the electron (we only
consider the intrinsic spin); a full treatment would take:

µ =
eh̄

2mc
(2S + L) . (3.11)

3.4 Electron in Magnetic Field in a single direction

Now, we suppose a more specific scenario, where B is aligned along the z-axis. We then have:

H = −γBz
1
2

(
1 0
0 −1

)
. (3.12)

We have two easily solved eigenvalue equations:

Hχ+ = E+χ+, Hχ− = E−χ−. (3.13)

Where E+ = − 1
2 γBz and E− = 1

2 γBz. Now, a question; why is there a minus sign in H? The convention
is such that the dipole moment wants to align with the magnetic field.

Note that in our problem here, the + denotes that we have a upwards projection (and a negative
energy, as it is pointed along the field). Conversely, − denotes that we have a downwards projection (and
a positive energy). Of course, we know that:

χ+ =

(
1
0

)
, χ− =

(
0
1

)
. (3.14)

and now everything is solved! We know the eigenvalues and eigenstates, so we have everything we need
to determine the Schrodinger time evolution of the quantum state. We can say that:

χ(t) =
c+e−i E+ t

h̄√
|c+|2 + |c−|2

(
1
0

)
+

c−e−i E− t
h̄√

|c+|2 + |c−|2

(
0
1

)
(3.15)

3.5 Time-dependence of Observables

For a most general spin-1/2 state, if we enforce the normalization condition of |c+|2 + |c−|2 = 1, then we
can parameterize with just three parameters:

χ = eiα

(
cos θ

2
sin θ

2 e−iφ

)
(3.16)

For now, let us discard the phases (α = φ = 0) and suppose that at t = 0 we have:

χ(t = 0) =

(
cos θ

2
sin θ

2

)
. (3.17)
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Question: Let us compute:
⟨Sz⟩ (t) = ⟨χ(t)|Sz|χ(t)⟩. (3.18)

This turns out to be independent of time; let us see this in two ways. First, we can do the explicit
calculation. χ(t) is given by:

χ(t) =

(
cos θ

2 eiωt/2

sin θ
2 e−iωt/2

)
(3.19)

Where ω is defined as the difference between the two frequencies. When we do the explicit computation,
we find:

⟨χ(t)|Sz|χ(t)⟩ =
(

cos θ
2 e−iωt/2 sin θ

2 eiωt/2
)(1 0

0 −1

)(
cos θ

2 eiωt/2

sin θ
2 e−iωt/2

)
=

1
2

(
cos2 θ

2
− sin2 θ

2

)
=

1
2

cos θ.

(3.20)
If we do the same comnputation for ⟨Sx⟩ (t), we find that the time-dependence does not cancel out:

⟨χ(t)|Sx|χ(t)⟩ =
(

cos θ
2 e−iωt/2 sin θ

2 eiωt/2
)(0 1

1 0

)(
cos θ

2 eiωt/2

sin θ
2 e−iωt/2

)
=

1
2

sin
θ

2
cos

θ

2

(
eiωt + e−iωt

)
=

1
2

sin θ cos(ωt).

(3.21)
We can picture this as the spin precessing at a fixed angle θ (fixed z-position).

θ

1
Figure 3.1: When the initial spinor state χ(t = 0) is given by Eq. (3.17) and evolves under a z-oriented
magnetic field, the spin state can be visualized as precessing at fixed θ (the same θ as in the initial state).
More technically, we could say that the spin state precesses at a fixed polar angle on the Bloch sphere;
Note that the general spin state given in Eq. (3.16) invites the visualization of a single spin-1/2 particle
as a point on the unit sphere with polar coordinates (θ, φ) (of course the global phase α is physically
irrelevant).

However, there is a much easier way to see why there is no time-dependence in the Sz case, while
there is a time-dependence in the Sx case. The way to see this is that [Sz, H] = 0 (Sz commutes with the
Hamiltonian) so there is no time-dependence. Conversely, Sx does not commute with the Hamiltonian, so
we know that there is time dependence.

Let us discuss the simple case where:

χ(t = 0) =
1√
2

(
1
1

)
. (3.22)

Now, we want the probability of finding the spin to be in spin-up P↑ as a function of time. In this
case, this will again be independent of time; a physical picture is that the spin precesses at a fixed angle,
so the projection onto the sz axis does not change with time. A more concrete argument is that if we
measure the probability of getting some outcome of an Sz measurement, since Sz commutes with H then
this probability should be independent of time. Let’s see how this works out explicitly:

χ(t) =
1√
2

(
1
0

)
eiωt/2 +

1√
2

(
0
1

)
e−iωt/2. (3.23)
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By the Born rule we have::

P↑ = |⟨↑ |χ⟩|2 =
1
2

(3.24)

which is time-independent. Let us now ask the probability of measuring P+x̂; how do we proceed? We
start by finding the eigenstates of Sx:

Sx|χ+x̂⟩ = λ|χ+x̂⟩ ∼=
1
2

σxχ+x̂ = λχ+x̂ =⇒ χ+x̂ =
1√
2

(
1
1

)
. (3.25)

We therefore can calculate:

P+x̂ = | 1√
2

(
1 1

)
χ(t)|2 = | 1√

2

(
1 1

) 1√
2

(
eiωt/2

e−iωt/2

)
|2 = |1

2

(
eiωt/2 + e−iωt/2

)
|2 =

1
2
(1 + cos ωt)

(3.26)
Because the measurement is dichotomic, we can use completeness to find P−x̂:

P−x̂ = 1 − P+x̂ =
1
2
(1 − cos ωt) . (3.27)
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4 Electromagnetic Fields

4.1 The Hamiltonian and Gaussian units

We consider the Hamiltonian:

H =
1

2m

(
p − q

c
A
)2

+ qV (4.1)

We use Gaussian units, where e2

4πϵ0
→ e2. The potential will (for the Coulomb interaction) will later be

qV = − Ze2

r (the sign will be relevant later, to distinguish attractive (negative sign) and repulsive). For now
take q = −e. Note for the magnetic moment we take:

µ =
|e|h̄
2mc

(4.2)

why Gaussian units? Because in SI units, the electric and magnetic fields have different units, but in
Gaussian, they have the same units. Things will become unbelievably tedious to keep track of if we keep
the 4πϵ0s in. The Hydrogen atom Hamiltonian takes the form:

H =
1

2m
p2 − Ze2

r
. (4.3)

And to solve this problem, we take p → −ih̄∇ and use the standard techniques (covered in undergrad
QM).

4.2 Potentials and Gauge Invariance

Let us make some comments about the Hamilonian in Eq. (4.1). We may be familiar with the Lorentz
force law in classical E&M:

mr̈ = F = q(E + v × B) (4.4)

where the dynamics are completely governed by the fields E, B. We can specify the fields by the scalar/vector
potentials V/A:

B = ∇× A, E = −∇V − 1
c

∂A
∂t

. (4.5)

V, A have features known as Gauge invariance; a fundamental principle of nature. Consider the gauge
transformation:

V′ = V − 1
c

∂ f (r, t)
∂t

, A′ = A +∇ f (r, t). (4.6)

When we do computations for electric and magnetic fields, we find that V′/A′ specify the same physical
fields:

E′ = −∇V′ − 1
c

∂A′

∂t
= E +

(
∂

∂t
∇−∇ ∂

∂t

)
f (r, t) = E (4.7)

and analogously:
B′ = B. (4.8)

In classical physics, this is a triviality; a gauge transformation does nothing to the physics. What about
quantum mechanics? In quantum mechanics we solve the SE:

Hψ = Eψ (4.9)

with the Hamiltonian Eq. (4.1). Now it begins to seem like we have a different equation; is this indeed the
case?
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In classical physics, we tend to fix gauges based on convenience. When we study electrostatics, we
choose the Coloumb gauge:

∇ · A = 0 (4.10)

When we study radiation, we choose the Lorentz gauge (convenient as it is Lorentz covariant):

∇ · A +
1
c

∂V
∂t

= 0. (4.11)

We mention this as we want a quantum-classical correspondence; we want to be able to compare the
quantum and classical calculation at the end.

4.3 QM Resolution of the Problem

Let us precisely study what happens when we change the Gauge.(
p′ − q

c
A′
)

ψ′ (4.12)

where:
ψ′ = ei q

h̄c f ψ (4.13)

If there is no degeneracy, we have no problem as changing the Gauge only introduces a physically mean-
ingless phase; however the problem appears when we have degeneracy (e.g. in the Landau levels HW
problem; we have an infinite degeneracy). Let us study this further:

−ih̄∇ψ′ − q
c

A′ψ′ = −ih̄∇ψei q
h̄c t +

q
c
(∇ f )ei q

h̄c f ψ − q
c

Aψei q
h̄c f − q

c
(∇ f )ei q

h̄c f ψ (4.14)

The second and fourth terms cancel, so we have:(
p′ − q

c
A′
)

ψ′ =

[(
p − q

c
A
)

ψ

]
ei q

h̄c f (4.15)

We therefore obtain the following: when we do the SE, the phase appears on the LHS and RHS, and
cancels. So though the Hamiltonian may be different, the eigenfunctions are the same. So we say that the
covariant derivative

(
p − q

c A
)

is gauge invariant. If we break gauge invariance, then we break fundamen-
tal principles.

4.4 Analyzing the EM Hamiltonian

We work with the Hamiltonian:

H =
1

2m

(
p − q

c
A
)2

(4.16)

where we have neglected the trivial V term (if we have a time-independent gauge transformation, the V
remains unchanged). Let us write this in tensorial notation:

H =
1

2m

(
pi −

q
c

Ai

)(
pi −

q
c

Ai

)
(4.17)

We can represent this as follows:

H =
1

2m

(
p2 +

(
q
c

A
)2

− q
c
(A · p + p · A)

)
(4.18)
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Now we want to calculate [pi, Aj]. Let us build up to this. We know already that:

[px, x] = −ih̄ (4.19)

We can derive:
[pi, f (r)] = −ih̄∇i f (r) (4.20)

where the RHS is determined by explicitly writing out the commutator and acting it on a test function
(alternatively: taylor expand the f and use induction). Directly applying this we have:

[pi, Aj(r)] = −ih̄∇i Aj(r). (4.21)

Now, pay attention to how we fix the Gauge:

δij[pi, Aj(r)] = −ih̄∇i Aj(r)δij (4.22)

so then:
[pi, Aj] = −ih̄∇ · A = 0. (4.23)

so we work in the Coloumb gauge, where pi, Aj commute (note this is NOT true in any other gauge). So
our Hamiltonian in this gauge becomes:

H = H =
1

2m

(
p2 +

(
q
c

A
)2

− 2q
c

A · p

)
. (4.24)

We have the vector potential:

A = −1
2

r × B (4.25)

and we work in a cylindrical system, with Az = 0, Ar = 0, Aφ = 1
2 rBz. The magnetic field is calculated to

be:

B = ∇× A =
1
r

[
∂

∂r
(rAφ)−

∂

∂φ
Ar

]
ẑ =

1
r

∂r2Bz/2
∂r

= Bz (4.26)

(it can be checked that the radial/angular parts of the magnetic field are zero). We compute the A · p term:

A · p = −1
2
(r × B) · p =

1
2

B · (r × p) =
1
2

B · L. (4.27)

So the term in the Hamiltonian is:

− 2q
2mc

A · p = − q
mc

1
2

B · L = −µ · B (4.28)

where we have taken:
µ = µL =

q
2mc

L (4.29)

So we find the gyromagnetic ratio:

µ =
qh̄

2mc
. (4.30)

where we take h̄ to be included in the µ so we can work with angular momentum dimensionlessly.
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5 Gauge Invariance Part II, Angular Momentum Addition

5.1 Gauge Invariance, Symmetry, Conservation Laws

In addition to the gauge invariance we are familiar from classical electromagnetism, in QM we get an
extra phase factor:

ψ′ = ei q
h̄c f ψ. (5.1)

If the wavefunction describes a single state (no degeneracy), then we can ignore this global phase. But nor-
mally we do have degeneracy (and often infinite degeneracy), and here this phase factor will be significant.
See HW1Q9 for a concrete example of this.

Why do we go on about gauge invariance? Because gauge invariance is connected to some symmetry
(which leads to a conserved quantity via Noether’s theorem). In this case, the conserved quantity is
charge. We are familiar with the examples of momentum being conserved due to translation invariance,
angular momentum being conserved due to rotational invariance, and energy being conserved due to time
invariance.

5.2 Analyzing the Coulomb Hamiltonian

We recall the Hamiltonian, with the choice of Coulomb gauge ∇ · A = 0.

H =

(
p − q

c
A
)2 1

2m
=

1
2m

(
p2 +

q2

c2 A2 − 2q
c

A · p

)
(5.2)

If we have A = 1
2 r × B, A gives us the correct magnetic field. We recall that the A · p term precisely

describes the interaction of the magnetic moment with the magnetic field:

−2q
c

A · p → q
2mc

BzLz. (5.3)

We have not introduced spin here, as this would be more complicated (we would be working with the
Dirac equation, and work with an extra +2Sz piece). If we represent A2 in terms of what we did last class,
we can write the entire Hamiltonian as:

H =
p2

z
2m

+

(
p2

x + p2
y

2m
+

q2B2

8mc2

(
x2 + y2

))
− q

2mc
BzLz (5.4)

we note the structure of the above expression; we have three terms:

Hz =
p2

z
2m

, H⊥ =

(
p2

x + p2
y

2m
+

q2B2

8mc2

(
x2 + y2

))
, H∥ = − q

2mc
BzLz (5.5)

We don’t have to solve the Hamiltonian, which is very complicated. We instead sit down and look at it.
In particular, we want to know what operators commute with the Hamiltonian. First, we see:

[H, pz] = 0 (5.6)

as there are no terms with z in the Hamiltonian. So, the z-momentum is a conserved quantity, and the
eigenstates in z are plane waves. Next, we have that:

[H, Lz] = 0. (5.7)

How do we see this? The Hamiltonian is radially symmetric, i.e. although Lz has a nontrivial commutator
with x, y, it commutes with x2 + y2 = r2. Next, we ask whether we can measure pz and Lz simultaneously;
of course we can:

[pz, Lz] = 0. (5.8)
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The next question we ask; we have H⊥ which is the Hamiltonian in the plane. We already have argued
that:

[Lz, H⊥] = 0. (5.9)

We now have an equation that we can immediately solve. Our state is classified by three different numbers;
first:

pzψk = h̄kψk. (5.10)

where:
ψk = ei pzz

h̄ = ei h̄kz
h̄ . (5.11)

We also have:
Lz|l⟩ = h̄l|l⟩ (5.12)

(and we already know what the eigenstates look like). We also have the third term:

H⊥ψn = Enψn (5.13)

but we can see by inspection that H⊥ is nothing but a two-dimensional quantum harmonic oscillator, so:

En = h̄ω(n + 1), n = (nx +
1
2
) + (ny +

1
2
). (5.14)

where ω is as usual defined as:

ω2 =
q2B2

4mc2
1
m

=

(
qB

2mc

)2
. (5.15)

ω is nothing more than the Larmour frequency which we know from classical electromagnetism. What
is important is to look at the expression for H∥; it is precisely the Larmour frequency which appears. So,
writing down the final expression for the energy, we have:

Eklm = h̄ω(n + l + 1) +
h̄2k2

2m
(5.16)

Where the n + 1 comes from the H⊥ term, the l comes from the H∥ term, and the k comes from the Hz
term. Once we look at this expression (taking k = 0 for expression), we see a huge degeneracy, as l goes
over integer values, and n goes from 0 to ∞ (note we have the constraint that (n + l) ≥ 0 as H is positively
defined). We define:

N := n + l + 1 (5.17)

and so we get:
E0N = h̄ωN. (5.18)

In HW1Q9, we go through the same calculation in a different gauge. We will see that there are infinitely
many degenerate states, in a different basis when solved in a different gauge (but this is not a problem, as
of course we can just express these different eigenfunctions in a different basis).

5.3 Addition of Angular Momentum - Motivation

In nature, we have many interactions that are not taken into account in the SE. For example, we have the
magnetic moment-magnetic moment interaction:

∆V =
−µ1 − µ2

r3 ∼ S1 · S2 (5.19)

this is the spin-spin interaction, also known as exchange forces in condensed matter physics. We also can
have spin-orbit interactions of:

∆V ∼ S · L (5.20)
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There is no way to understand the periodic table, spectra, or transitions without understanding these
interactions. What is the starting point when we ignore this interaction? When we discuss the hydrogen
atom, we solve:

H =
p2

2m
− e2

r
. (5.21)

Here we see no sign of the spin-orbit interactions. We classify all states by three quantum numbers, n
(principle) l (orbital) m (projection of orbital). If we introduce spin (but not include it in the Hamiltonian),
we can introduce a s = 1/2, sz = ±1/2 into our state:

|n, l, m, s =
1
2

, sz = ±1
2
⟩. (5.22)

Now we ask; is this a good or bad classification of states? Let us for take our spin orbit interaction:

∆V = S · L. (5.23)

Does spin commute or not commute with the spin orbit interaction? It of course does not as Si will not
commute with the other components. So:

[Si, S · L] ̸= 0, [Li, S · L] ̸= 0. (5.24)

This is why we need a better classification of states. We consider:

∆V = S(1) · S(2) (5.25)

we then have:
[S(1)

i , ∆V] = [S(1)
i , S(1)

j S(2)
j ] = [S(1)

i , S(1)
j ]S(2)

j = iϵijkS(1)
k S(2)

j . (5.26)

We now do the computations for S2:

[S(2)
i , ∆V] = [S(2)

i , S(1)
j S(2)

j ] = S(1)
j [S(2)

i , S(2)
j ] = iϵijkS(1)

j S(2)
k . (5.27)

We now consider the following. If we introduce:

Stot = S(1) + S(2) (5.28)

then we see that Stot commutes with the interaction:

[S(1)
i + S(2)

i , ∆V] = iϵijkS(1)
k S(2)

j + iϵijkS(1)
j S(2)

k (5.29)

We now do a trick, where we exchange j and k; it does not matter as we sum over all of them:

[S(1)
i + S(2)

i , ∆V] = iϵijkS(1)
k S(2)

j + iϵikjS
(1)
k S(2)

j (5.30)

then we introduce a minus sign by swapping j and k in the Levi-Civita symbol:

[S(1)
i + S(2)

i , ∆V] = iϵijkS(1)
k S(2)

j − iϵijkS(1)
k S(2)

j = 0. (5.31)

So, we can deduce a better classification of our states:

|n, l, s =
1
2

, J, Jz⟩ (5.32)

where:
J = L + S. (5.33)

We will discuss this basis further next class.
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6 Addition of Angular Momentum, Continued

6.1 Review of Last Class

We represent all magnetic-moment coupling interactions as:

∆V = S(1) · S(2) (6.1)

Where the coupling constant has been set to unity. We then found:

[S(1)
i , ∆V] ̸= 0, [S(2)

i , ∆V] ̸= 0. (6.2)

But did find that the total angular momentum Stot
i = S(1)

i + S(2)
i did commute:

[Stot
i , ∆V] = 0. (6.3)

From this, we concluded that the classification of hydrogen atom states based on the quantum numbers
|n, l, m, s = 1/2, sz⟩ was a bad classification; instead, a better classification is |n, l, s = 1/2, J, Jz⟩, where:

J = L + S. (6.4)

This is a good classification sense in the operators corresponding to each of the quantum numbers com-
mute with each other and the Hamiltonian. Note that the Jis also follow the angular momentum algebra:

[Ji, Jj] = iϵijk Jk. (6.5)

This can be verified by their definition:

[Ji, Jj] = [Li + Si, Lj + Sj] = [Li, Lj] + [Si, Sj] = iϵijk(Lk + Sk) = iϵijk Jk. (6.6)

Hence our general results proven previously for arbitrary angular momentum operators still hold, i.e.:

[J2, Ji] = 0 (6.7)

and all of the commutation relations with J±, Jz etc.

6.2 Adding Two Spin-1/2 Particles

In practice, when adding up angular momenta we can just refer to tables (or computer programs) which
tabulate Clebsch-Gordon coefficients, which tell us how states in the |s(1), s(2), s, sz⟩ basis (where s is the
joint spin) can expanded in state in the |s(1), s(1)z , s(2), s(2)z ⟩ basis (and vise versa). We discuss the simplest
case here, with s(1) = 1/2, s(2) = 1/2. Also from now on we suppress the s(1), s(2) as these always remain
unchanged (always 1/2). Also note the notation:

|↑⟩ ⊗ |↑⟩ = |↑↑⟩ ∼=
(

1
0

)
⊗
(

1
0

)
=


1
0
0
0

 . (6.8)

Can we immediately say how |↑↑⟩ will be expressed in the |s, sz⟩ basis? Yes.

|↑↑⟩ 7→ |s = 1, sz = +1⟩. (6.9)
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Why is s = 2 not possible here? This is because that would (of course) violate angular momentum
conservation. The |↓↓⟩ works out in the same way:

|↓↓⟩ 7→ |s = 1, s1 = −1⟩. (6.10)

We now consider applying the raising and lowering operators to these states. In particular, we apply them
in two different forms. First, applying this in the joint basis, we know that:

S−|↑↑⟩ =
√

2|s = 1, sz = 0⟩ (6.11)

The constant was determined by using the coefficients of the raising/lowering operators derived in the
second class. Applying S− in the form S− = S(1)

− + S(2)
− we have:

S−|↑↑⟩ = (S(1)
− + S(2)

− )|↑⟩ = |↓↑⟩+ |↑↓⟩. (6.12)

Where again the coefficients can be obtained by the general raising/lowering coefficient formula. Com-
paring the two expressions, we find:

|s = 1, sz = 0⟩ = |↑↓⟩+ |↓↑⟩√
2

. (6.13)

Now, let’s back up a bit. In the |s(1), s(1)z , s(2), s(2)z ⟩ basis, we have three basis states; 2 × 2 = 4 as each
spin has two basis states (explicitly, a basis is |↑↑⟩, |↑↓⟩, |↓↑⟩, |↓↓⟩). However, in our construction of the
|s, sz⟩ basis, we have only constructed three states. What is the fourth?

We need to find the last state. This last state will have s = 0 (this is the only possibility left). How do
we construct it? We can find it via the following observation; the state |s = 0, sz = 0⟩ must be orthogonal to
all of the other three states found so far, as it has a different quantum number s. Note that it is immediate to see
that:

⟨↑↑ |s = 0, sz = 0⟩ = ⟨↓↓ |s = 0, sz = 0⟩ = 0 (6.14)

as |s = 0, sz = 0⟩ must be constructed out of parts that have spin-z projection zero, i.e. it must be
constructed out of states |↑↓⟩ and |↓↑⟩ (which are orthogonal to |↑↑⟩ and |↓↓⟩). So, we find the coefficients
a, b in:

|s = 0, sz = 0⟩ = a|↑↓⟩+ b|↓↑⟩ (6.15)

And we require this to be orthogonal to |s = 1, sz = 0⟩, so:

1√
2

(
⟨↑↓|+ ⟨↓↑|

) (
a|↑↓⟩+ b|↓↑⟩

)
(6.16)

and after doing the computation (and normalization of the coefficients), I find that a = 1/
√

2, b = −1/
√

2
and so:

|s = 0, sz = 0⟩ = |↑↓⟩ − |↓↑⟩√
2

. (6.17)

So we have succeeded in constructing the four states in the |s, sz⟩ basis. Our classification is complete.

6.3 Checking Joint Set Properties

Let us check that indeed the |s = 0, sz = 0⟩ state we constructed has spin zero. We consider the operator:

S2 =
(

S(1) + S(2)
)2

= (S(1))2 + (S(2))2 + 2S(1) · S(2) = (S(1))2 + (S(2))2 + 2S(1)
z S(2)

z + S(1)
+ S(2)

− + S(1)
− S(2)

+

(6.18)
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Since the joint spin satisfies the angular momentum algebra, we already expect that:

S2|s = 1, sz = 0⟩ = 1(1 + 1)|s = 1, sz = 0⟩ = 2|s = 1, sz = 0⟩ (6.19)

S2|s = 0, sz = 0⟩ = 0. (6.20)

Let’s apply S2 to |↑↓⟩. We go term by term:

(S(1))2|↑↓⟩ = 3
4
|↑↓⟩ (6.21)

(S(2))2|↑↓⟩ = 3
4
|↑↓⟩ (6.22)

2S(1)
z S(2)

z |↑↓⟩ = 2
1
2
· −1

2
|↑↓⟩ = −1

2
|↑↓⟩ (6.23)

S(1)
+ S(2)

− |↑↓⟩ = 0. (6.24)

S(1)
− S(2)

+ |↑↓⟩ = |↓↑⟩ (6.25)

so in total:
S2|↑↓⟩ = |↑↓⟩+ |↓↑⟩. (6.26)

And analogously, we find:
S2|↑↓⟩ = |↓↑⟩+ |↑↓⟩. (6.27)

so then:
S2 (|↓↑⟩+ |↑↓⟩

)
= 2

(
|↓↑⟩+ |↑↓⟩

)
(6.28)

which is exactly what we predicted.

6.4 Adding a Spin-1 and Spin-1/2 Particle

We take l = 1, s = 1
2 , and take J = L + S. The number of states is (2l + 1)(2s + 1) = 3 · 2 = 6. We

immediately have:

|lz = 1, sz =
1
2
⟩ = |J = 3

2
, Jz =

3
2
⟩. (6.29)

There are four states total with J = 3
2 (Jz = 3

2 , 1
2 , −1

2 , −3
2 ) and two more states with J = 1

2 (Jz = 1
2 , −1

2 ). For
the rest of the states with J = 3

2 , we can apply J− to the maximal projection state with Jz =
3
2 above.

J−|lz = 1, sz =
1
2
⟩ ∼ |J = 3

2
, Jz =

1
2
⟩ (6.30)

Explicitly:

(L− + S−)|lz = 1, sz =
1
2
⟩ =

√
2|lz = 0, sz =

1
2
⟩+ 1|lz = 1, sz = −1

2
⟩ (6.31)

So normalizing:

|J = 3
2

, Jz =
1
2
⟩ =

√
2|lz = 0, sz =

1
2 ⟩+ 1|lz = 1, sz = − 1

2 ⟩√
3

(6.32)

and we can go on. Next time, we briefly discuss the general case, and how to construct the wavefunctions
of the hydrogen atom properly.
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7 Addition of Angular Momentum (Concluded), Time-Independent
Perturbation Theory

7.1 General Theory of Addition of Angular Momentum

Last time, we covered a few simple examples (spin-1/2 + spin-1/2 and spin-1/2 + spin-1) of angular
momentum addition. Now, we proceed with a brief discussion of the general case, where we add a
spin-s1 particle to a spin-s2 particle. We then have the relation:

|sm⟩ = ∑
m=m1+m2

Css1s2
mm1m2 |s1m1⟩|s2m2⟩ (7.1)

where s is the joint spin, m = m1 + m2 is the joint spin-z component, and the Css1s2
mm1m2s are the Clebsch-

Gordon coefficients (a table of which can be found in literally any quantum mechanics textbook).
We return to the question of degeneracy. The number of states in the |s1m2⟩|s2m2⟩ basis is given by

(2s1 + 1)(2s2 + 1). We can then count the degeneracy in the |sm⟩ basis as:

(2s1 + 1)(2s2 + 1) =
smax=|s1+s2|

∑
smin=|s1−s2|

(2s + 1) (7.2)

Let’s look at this formula for a couple examples. For s1 = s2 = 1
2 we have:

2 · 2 = 1 + 3 (7.3)

w here the first term corresponds to s = 0 and the second term corresponds to s = 1. For s1 = 1
2 and

s2 = 1 we have:
3 · 2 = 2 + 4 (7.4)

where the first term corresponds to s = 1
2 and the second term corresponds to s = 3

2 . We also discussed
why we cannot exceed s = |s1 + s2|; it comes down to rotational symmetry and angular momentum
conservation.

In general, do not waste time computing CGCs (although the procedure to do so was illustrated last
class, and you have one example in the homework); people have tabulated all of these coefficients already,
and you can look them up.

7.2 Classification of Hydrogen Atom States

Normally, when we do computations with the Hydrogen atom, we have |n, l, m, s = 1/2, sz⟩. But this
is not a good basis (discussed last class) so we consider instead the basis |n, l, s = 1/2, J, Jz⟩. We use
spectroscopic notation n 2s+1LJ . For the hydrogen atom we always have s = 1/2 so we can omit this and
write nLJ . We can write the energy levels as per the diagram below:

Old Classification Degeneracy Counting (Old) New classification Degeneracy Counting (New)
3s3p3d 2 + 6 + 10 = 18 3s1/2 (2) 3p1/2 (2) 3p3/2 (4) 3d3/2 (4) 3d5/2 (6) 2 + 2 + 4 + 4 + 6 = 18

2s2p 2 + 6 = 8 2s1/2 (2) 2p1/2 (2) 2p3/2 (4) 2 + 2 + 4 = 8
1s 2 = 2 1s1/2 (2) 2 = 2

Table 1: Spectroscopic classificatio of states of the hydrogen atom. On the left is the old classification, with
s having two states (corresponding to l = 0 and so J = 1/2 (2)), p having six states (corresponding to l = 1
and so J = 3/2 (4) and J = 1/2 (2)), and d having 10 states (corresponding to l = 2 and so J = 5/2 (6),
J = 3/2 (4) and J = 1/2 (2)). On the right is the new classification, which quantifies the states according
to our better new set of quantum numbers. The degeneracy in the two cases is the same.
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A fun little aside; D-wave (the quantum computing company in Burnaby) got its name from the d-
waves inside high-Tc superconductors, which they were working on when the company was started.

5 second question: Why is there no d = 1/2? Because the minimum is s = |s1 − s2| = |2 − 1
2 | = 3

2 .
In conclusion, we see that the true classification is based on the joint angular momentum. Let us see

how we construct the wavefunctions corresponding to different states:

1s1/2
∼= R10Y0

0

(
1
0

)
. (7.5)

How do we construct the other states? We can use Clebsch-Gordon coefficients:

2p1/2(Jz =
1
2
) =

√
2
3
|1−1

2
⟩ −

√
1
3
|01

2
⟩ ∼=

√
2
3

R21Y1
1

(
0
1

)
−
√

1
3

R21Y0
1

(
1
0

)
. (7.6)

The probability of finding spin-up is 1
3 . The probability of finding spin-up in some region can be found

by integrating R21Y0
1 over a given spatial region. The probability of finding total angular momentum can

also be calculated by reversing the Clebsch-Gordon table (it can be read both ways, depending on whether
one goes by column or by row).

7.3 Non-Degenerate Time-Independent Perturbation Theory

Why do we want PT? Many systems are not analytically solvable1, but in many cases we have some kind
of small parameter, for which we can treat as a perturbation and get an approximate result. Our starting
point is the Hamiltonian:

H = H(0) + λH(1) (7.7)

where H(0) is an analytically solvable Hamiltonian, and λ is a “small” parameter (we will comment on
what this means later). We have the eigenfunctions/eigenenergies of H(0):

H(0)ψ
(0)
n = E(0)

n ψ
(0)
n (7.8)

We expand the eigenfunctions and eigenenergies of H in λ:

ψn = ψ
(0)
n + λψ

(1)
n + . . . , En = E(0)

n + λE(1)
n + . . . (7.9)

The eigenvalue equation then reads:

(H(0) + λH(1))(ψ
(0)
n + λψ

(1)
n + . . .) = (E(0)

n + λE(1)
n + . . .)(ψ(0)

n + λψ
(1)
n + . . .). (7.10)

We can then collect the terms in orders of λ. The λ0 = 1 terms read:

H(0)ψ
(0)
n = E(0)

n ψ
(0)
n (7.11)

and of course these are just the eigenvalues/eigenfunctions of the exactly solvable Hamiltonian H(0). If
we collect the terms in order λ1, we find:

E(1)
n = ⟨ψ(0)

n |H(1)|ψ(0)
n ⟩ (7.12)

and if we collect the terms in order λ2, we find:

E(2)
n = ∑

m ̸=n

|⟨ψ(0)
m |H(1)|ψ(0)

n ⟩|2

E(0)
m − E0

n

. (7.13)

1Indeed, the solvable problems are the free particle, the infinite box, the oscillator, and the hydrogen atom.
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However we notice that when we have degeneracy, the second order energy corrections explode as E(0)
m =

E(0)
n for some m ̸= n. So, our standard procedure only works for non-degenerate systems. However many

systems of physical interest (such as the hydrogen atom) exhibit a large amount of degeneracy, so let’s
look at how to treat this problem.

7.4 Degenerate Time-Independent Perturbation Theory

If we have a degeneracy, then:
H(0)ψ

(0)
a,b = E(0)ψ

(0)
a,b (7.14)

for some a, b. We can then immediately convince ourselves that:

E(1)
a = ⟨ψ(0)

a |H(1)|ψ(0)
a ⟩, E(1)

b = ⟨ψ(0)
b |H(1)|ψ(0)

b ⟩ (7.15)

is wrong. Why? Because if we can use a, b, then we can use an arbitrary superposition:

ψ̃(0) = αψ
(0)
a + βψ

(0)
b (7.16)

but then the naive first-order correction could give any answer we want depending on what linear com-
bination we take; of course this is wrong (things should be unique in physics). So let us repair this. We
consider the case where the ground state is degenerate (but this procedure can be easily generalized). We
go back to our expansion in Eq. (7.10) and replace ψ

(0)
n with the linear combination (7.16). We introduce

matrix elements:

Taa = ⟨ψa
0|H(1)|ψa

0⟩
Tab = ⟨ψa

0|H(1)|ψb
0⟩

Tba = ⟨ψb
0|H(1)|ψa

0⟩
Tbb = ⟨ψb

0|H(1)|ψb
0⟩

(7.17)

Having introduced this, we can proceed precisely the same way that we did in the non-degenerate case.
If we do so, the equations we obtain are:

αTaa + βTab − αE(1) = 0

β(Tbb − E(1)) + αTba = 0.
(7.18)

The claim now is that these equations cannot be satisfied for arbtirary α, β; in particular, we require that:

det

(
Taa − E(1) Tab

Tba Tbb − E(1)

)
= 0. (7.19)

i.e. E(1) is a eigenvalue of the T-matrix corresponding to eigenvector

(
α
β

)
. After going through the linear

algebra, we find:

E(1)
± =

1
2
(Taa + Tbb)±

1
2

√
(Taa − Tbb)

2 + 4TabTba (7.20)

This looks awful, and we have only dealt with a two-fold degeneracy! This looks very complicated, but
we gave a theorem that shows that this is not so.

First, notice that if Tab = 0, then:

E+ =
1
2
(Taa + Tbb) +

1
2
(Taa − Tbb) = Taa

E− = Tbb

(7.21)
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In other words, if the off-diagonals are zero, we can go back to our non-degenerate perturbation theory
formula and calculate:

E± = Taa/bb = ⟨ψa/b
0 |H(1)|ψa/b

0 ⟩ (7.22)

This observation motivates the theorem:
Theorem. Suppose there exists A such that [A, H(1)] = 0 and A|ψa⟩ = a|ψa⟩ and A|ψb⟩ = b|ψb⟩ with

a ̸= b, then Tab = 0.
Proof.

0 = ⟨ψb|0|ψa⟩ = ⟨ψb|[A, H(1)]|ψa⟩ = ⟨ψb|AH(1) − H(1)A|ψa⟩ = (b − a)⟨ψb|H(1)|ψa⟩. (7.23)

But since a ̸= b, ⟨ψb|H(1)|ψa⟩ = Tab must vanish.
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8 Time-Independent Perturbation Theory Continued

8.1 Review of Last Lecture

Let us reformulate the most important lesson from the last class. We say that if we find an operator A
such that [A, H′] = 0, such that A|ψa⟩ = a|ψa⟩ and B|ψb⟩ = b|ψb⟩ (i.e. the states of interest are eigenstates
of the operator) then Tab = 0. This is desireable as we have the matrix:(

Taa − E(1) Tab
Tba Tbb − E(1)

)
=

(
Taa − E(1) 0

0 Tbb − E(1)

)
(8.1)

and so we have a trivial computation for a and for b. We can just use the non-degenerate perturbation
theory results:

E(1)
a = ⟨ψa|H′|ψa⟩, E(1)

b = ⟨ψ|H′|ψ⟩. (8.2)

So the hard problem of doing perturbation theory reduces to a trivial calculation.
Note that this only works in the case we have a finite number of states; if we have an infinite degeneracy,

this method does not work. Working with infinities is hard; so for example in QFT we remove them via a
procedure known as normalization.

8.2 Comparing the two methods

We consider the perturbing Hamiltonian:

H′ = λS(1) · S(2). (8.3)

We start by classifying all of our states; we have
{
|↑↑⟩, |↑↓⟩, |↓↑⟩, |↓↓⟩

}
. We construct our matrix:

T = λ


1
4 0 0 0
0 − 1

4
1
2 0

0 1
2 − 1

4 0
0 0 0 1

4

 (8.4)

Ok, why are the borders of this matrix zero?

⟨↑↑|H′|↑↓⟩ = ⟨↑↑|λS(1) · S(2)|↑↓⟩

= ⟨↑↑|λ(S(1)
z S(1)

z +
1
2

S(1)
+ S(2)

− +
1
2

S(1)
− S(2)

+ )|↑↓⟩
= 0

(8.5)

The Sz term is zero by the orthogonality of the the two basis states (the Szs do not change the basis states;
they are eigenstates of Sz). The S(1)

+ kills the |↑⟩(1) so it too is zero. Finally, the S(1)
− S(2)

+ converts |↑↓⟩ to |↓↑⟩
but this too is orthogonal to |↑↑⟩ and so it vanishes. We can proceed via the same methods to compute
the other matrix elements. Note that since H′ is Hermitian, this saves many computations as well. We
therefore have:

|Tab − λE(1)| = 0 =⇒
∣∣∣∣∣
(
− λ

4 − E(1) 1
2

1
2 − 1

4 − E(1)

)∣∣∣∣∣ = 0 (8.6)

So we obtain the polynomial expression: (
E(1) +

λ

4

)2
− λ2

4
= 0 (8.7)
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This has two solutions, E(1)
1 = λ

4 and E(1)
2 = − 3

4 λ. So the first order energy corrections are:

E(1) = −λ

4
± λ

2
(8.8)

Now, let’s go back to our T matrix and find the eigenstates by substituting back E(1)
1 and E(1)

2 back in:(
− λ

4 − E(1) 1
2

1
2 − 1

4 − E(1)

)(
α
β

)
= 0 (8.9)

What do we expect to get from our calcualtion? We would expect the singlet and triplet states. If we
substitute back in E(1)

1 = λ/4, we should have α = β = 1√
2

and we have the triplet state (|↑↓⟩+ |↓↑⟩)/
√

2:(
−λ/2 λ/2
λ/2 −λ/2

)(
α
β

)
= 0 =⇒

(
α
β

)
=

1√
2

(
1
1

)
(8.10)

If we substitute back in E(1)
2 = −3λ/4, we have the singlet state with α = −β = 1√

2
:(

λ/2 λ/2
λ/2 λ/2

)(
α
β

)
= 0 =⇒

(
α
β

)
=

1√
2

(
1
−1

)
(8.11)

This concludes the difficult way of doing things. Now we can use our theorem instead. We know that the
operator S = S(1) + S(2) commutes with the perturbing Hamiltonian:

[S(1) + S(2), λS(1) · S(2)] = 0. (8.12)

and so we can classify our states according to S and then simply apply the non-degenerate pertubation
theory result. Of course we already know that:

Sz|↑↑⟩ = |↑↑⟩, Sz|↓↓⟩ = −|↓↓⟩ (8.13)

But we already constructed the other states which are the eigenstates of the Sz = S(1)
z + S(2)

z operator:

|s = 1, sz = 0⟩ = |↑↓⟩+ |↓↑⟩√
2

, |s = 0, sz = 0⟩ = |↑↓⟩ − |↓↑⟩√
2

(8.14)

Now, let us proceed with the calculation. We can write the perturbing Hamiltonian as:

H′ = λ
1
2

[
S2 − S(1)2 − S(2)2

]
(8.15)

And for the triplet case, we have:

⟨triplet|H′|triplet⟩ = λ

2

[
2 − 3

4
− 3

4

]
=

λ

4
(8.16)

And this is exactly what we got with the arduous method. And for the singlet case, we have:

⟨singlet|H′|singlet⟩ = λ

2

[
0 − 3

4
− 3

4

]
= −3λ

4
. (8.17)

So let’s review; we did a computation for a simple case of a perturbing Hamiltonian. We did the brute
force approach, and we did the slick approach using the theorem. The results were consistent.
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8.3 Wigner-Eckart Theorem

The expectation values of Sz = S(1)
z + S(2)

z are trivial:

⟨s = 1, sz = 1|Sz|s = 1, sz = 1⟩ = 1 (8.18)

Now, a less trivial question; what is the expectation value of:

⟨s = 1, sz = 1|S(1)
z |s = 1, sz = 1⟩ = 1

2
(8.19)

this is also not hard as we know what the expression is in the original basis. We can do a similar calcula-
tion:

⟨s = 1, sz = 0|S(1)
z |s = 1, sz = 0⟩ =

(
⟨↑↓|+ ⟨↓↑|√

2

)
S(1)

z

(
|↑↓⟩+ |↓↑⟩√

2

)
= 0 (8.20)

and the same holds for the singlet state. But we could anticipate this without doing any computation.
This is because:

⟨s = 1, sz = 0|S(1)|s = 1, sz = 0⟩ ∼ ⟨s = 1, sz = 0|S|s = 1, sz = 0⟩ (8.21)

The claim is that this is the only thing it could be proportional to, as it is the only vector we work with. I
don’t understand Ariel’s argument here for why this is true; I think I need to understand the proof of the
following theorem to see why it would be true. We also have a theorem to formalize this, known as the
Wigner-Eckart Theorem:

⟨s, sz|S(1)|s, sz⟩ = a⟨s, sz|S|s, sz⟩ (8.22)

but note the theorem applies more broadly to vectors than spin. Here a is a number that does not depend
on projection. It is a very powerful theorem, as we can do a projection to any state we want, find out what
a is, and then apply this generally. For us, the convenient basis to pick is the basis we are used to. So, we
compute a with:

⟨s, sz|S · S(1)|s, sz⟩ = a⟨s, sz|S2|s, sz⟩ (8.23)

But expanding things out we have:

S · S(1) = S(1)2
+ S(1) · S(2) = S(1)2

+
1
2

[
S2 − S(1)2 − S(2)2

]
=

1
2

[
S2 + S(1)2 − S(2)2

]
(8.24)

We can then compute the coefficient a as:
1
2
· 2 = a · 2 (8.25)

So we can go back to our formula now:

⟨s, sz|S(1)|s, sz⟩ =
1
2
⟨s, sz|S|s, sz⟩ (8.26)

So we can obtain the expectation values of Sz in a much slicker way:

⟨s, sz|S(1)
z |s, sz⟩ =

1
2
⟨s, sz|Sz|s, sz⟩ (8.27)

and we can reproduce all of the results we had previously, but the calculation is now immediate. We do
this to simplify our life; we can skip the whole song and dance of using Clebsch-Gordon coefficients to
convert bases.
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9 Corrections to the Hydrogen Atom

9.1 Units and Numbers

We introduce some numbers we will be using to do some numerical calculations. Our formula for the
Hydrogen atom looks like:

H(0) =
p2

2m
− e2

r
(9.1)

Note we have used Gaussian units; going from SI to Gaussian looks like e2

4πϵ0
→ e2. We have the Rydberg:

Ry =
me4

2h̄2 = 13.6eV (9.2)

And the Bohr radius:

aB =
h̄2

me5 = 0.5 × 10−5cm (9.3)

The energies of the hydrogen atom are given by:

En = Ry
(
− 1

n2

)
(9.4)

where 0 ≤ l ≤ n and −l ≤ m ≤ l. We have the Bohr magneton:

µB =
+|e|h̄
2mc

= 5.8 × 10−5 eV
T

(9.5)

where:
1T = 104Gauss (9.6)

A comment; some places may write µB = |e|
2m . The h̄ comes from our choice of where to put the h̄s in

angular momentum. The c comes in from Gaussian units. Finally we have the fine structure coupling
constant:

α =
e2

h̄c
=

1
137

(9.7)

We proceed to consider a variety of corrections to the energies of the hydrogen atom. We start by order-
of-magnitude estimates, and then we will do actual computations (e.g. perturbation theory). We do this
because we can only analytically solve the simple hydrogen atom; we can use this as our starting point
and work out corrections that come from various (important!) physical effects.

9.2 Corrections - Order of Magnitude Estimates

9.2.1 Relativistic Corrections

The correct formula for the kinetic energy is not T = p2

2m , but rather:

T =
√
(pc)2 + (mc2)2 − mc2 = mc2

√
1 +

(pc)2

(mc2)2 − mc2 (9.8)

We can taylor expand the last term using (1 + x)1/2 = 1 + 1
2 x − 1

8 x2 + . . . (Binomial series):

T ≈ mc2

[
1 +

p2

m2c2
1
2
− 1

8
p4

m4c4

]
= mc2 +

p2

2m
− 1

8
p4

m3c2 (9.9)
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So our relativistic correction to the Hamiltonian is:

H(1)
rel = −1

8
p4

m3c2 (9.10)

We can approximate the kinetic energy as half the total energy (assuming potential and kinetic contribute
about the same)

p2

2m
∼ 1

2
Ry =

1
2

(
me4

2h̄2

)
=⇒ p2 ∼ m2e4

2h̄2 (9.11)

We then have:

∆E(1) ∼
(

m2e4

h̄2

)2
1

m3c2 ∼ me4

h̄2

(
e2

h̄c

)2

∼ α2Ry (9.12)

Note we want to always express our results in terms of dimensionless numbers times our energy scale.
So we find that the correction is ∼ 10−5, which is indeed order of magnitude that we see when we do
experiments. Now, we consider:

p2

(mc)2 ∼ m2e
h̄2m2c2

∼ α2 (9.13)

and therefore: v
c
∼ α (9.14)

so although we are doing NRQM, since v ∼ 10−3c the velociities are still quite large.

9.2.2 Spin-Orbit Correction

The spin orbit coupling has the approximate the energy:

µs · µL
r3 ∼

(
eh̄
mc

)2
(

me2

h̄2

)3

=

(
me4

h̄2

)(
e4

h̄2c2

)
α2Ry (9.15)

where the ∼ 1/r3 comes from the dipole-dipole interaction (recall classical E&M) and we take r ∼ aB.

9.2.3 Electron-Proton (Hyperfine) Correction

µe · µp

r3 ∼ α2Ry

(
me

mp

)
= 10−3α2Ry (9.16)

where we replace one m with mp in the previous approximation. This is of great importance to astro-
physics; it corresponds to the 21cm line; we will discuss this in more detail soon, but this is effect we
cannot observe on a lab on Earth but in galaxies. Much of what we know about the universe is based on
this. We call this correction the hyperfine structure and the former two as fine structure as we have an
additional supression by 10−3 here.

What other corrections are there? (There are of course corrections from the Earth’s magnetic field etc.
which are important for the Zeeman effect, but let’s assume we’re just looking at a hydrogen atom in a
vacuum for now). One is a finite size effect; the proton is not truly pointlike!
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9.2.4 Finite Size Effects

The radius of the proton is R ∼ 10−13cm. Compare this to the Bohr radius aB ∼ 10−8cm. How do we
estimate? The integral: ˆ R

0

e2

r
r2dr (9.17)

will of course be wrong as we are integrating “within” the proton. This can be estimated to be:
ˆ R

0

e2

r
r2dr ∼ Ry

(
R2

a2
B

)
(9.18)

Another correction (Which we will not consider, as it belongs to a QFT course and not here...) we could
have virtual pair production and this would of course change our Green’s functions etc. but we say no
more about this.

9.2.5 Proton Motion

Another effect is the motion of the proton. We should really use the reduced mass in everything:

m =
memp

me + mp
∼ memp

mp
= me (9.19)

but we neglect this.

9.3 Relativistic Correction - Computation

We have the perturbing Hamiltonian:

H(1)
rel = −1

8
p4

m3c2 (9.20)

And we have already solved the Schrodinger equation:

H(0)|n, l, m, s = 1/2, sz⟩ = E(0)
n |n, l, m, s = 1/2, sz⟩ (9.21)

where:

En =
me4

2h̄2

(
− 1

n2

)
(9.22)

So we can write the relativistic corrections as:

∆E(1)
rel = ⟨n, l, m, s, sz|H(1)

rel |n, l, m, s, sz⟩ (9.23)

Two questions: why do we use perturbation theory without degeneracy here? The answer is because p4

commutes with everything we have already have, so we can use the theorem last class which tells us we
can just use the non-degnerate perturbation theory results. Another question; we have p4 ∼ (−ih̄∇)4 so
we have a crazy number of differentiation. What can we do? For one we can ignore spin:

∆E(1)
rel = ⟨n, l, m|H(1)

rel |n, l, m⟩ (9.24)

because the spin hilbert space is a different Hilbert space. This doesn’t help with our differentiation
problem though. What we can do to rectify this is to write:

⟨n, l, m|H(1)
rel |n, l, m⟩ = − 1

8m3c2 ⟨nlm|p4|nlm⟩ = − 4m2

8m3c2 ⟨m
3c2|⟨nlm|[En − V(r)]2|nlm⟩

= − 1
2mc2 ⟨nlm|E2

n − 2EnV(r) + V2(r)|nlm⟩

= − 1
2mc2

E2
n + 2EN

〈
e2

r

〉
+

〈
e4

r2

〉
(9.25)
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we will discuss the mathematical tricks required to compute the averages in the above expression next
class.
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10 Corrections to the Hydrogen Atom Continued

10.1 Review of Last Lecture

We started to discuss a real hydrogen atom which exists in nature. We did estimates for the so-called “fine
structure” of the hydrogen atom. We call:

α =
e2

h̄c
(10.1)

the fine structure coupling constant. The relativistic and spin-orbit corrections were of order α2. The
hyperfine structure (which we will discuss in a few lectures) was of order α210−3. There are also a few
other effects; for example the Zeeman splitting from the Earth’s magnetic field, and the Lamb shift which
can be calculated from QFT (virtual pair production. . . ) which is given by:

∆E =
α3

6π
Ry ln

(
1

πα

)
(10.2)

Note that this has been measured, and this was computed by Feynman to high precision; leading to the
birth of QFT!

10.2 Relativistic Correction - Computation

We calculated the relativistic correction last class:

∆E(1)
rel = − 1

2mc2

E2
n + 2En

〈
e2

r

〉
+

〈
e4

r2

〉 (10.3)

where En = Ry
(
− 1

2n2

)
. The logic behind this was |n, l, m⟩ are eigenstates of the unperturbed Hamiltonian:

H0 =
p2

2m
+ V(r) (10.4)

We could then express p4 (the relativistic correction) in terms of H and hence obtain an expression in
terms of eigenenergies. The remaining step is to compute the expectation values.

10.2.1 The Feynman-Hellman Theorem

Let:
En(λ) = ⟨n|H(λ)|n⟩. (10.5)

Then:
∂En

∂λ
= ⟨n| ∂H

∂n
|n⟩ (10.6)

Proof. We compute using the product rule:

∂En

∂λ
=

(
∂

∂λ
⟨n|
)

H(λ)|n(λ)⟩+ ⟨n| ∂H
∂n

|n⟩+ ⟨n|H| ∂n
∂λ

⟩ (10.7)

Now, since ⟨n|n⟩ = 1, it follows that:
∂

∂λ
⟨n|n⟩ = 0. (10.8)

And therefore:
∂

∂λ
⟨n|n⟩ =

(
∂

∂λ
⟨n|
)
|n⟩+ ⟨n| ∂n

∂λ
⟩ = 0 (10.9)

and so the first/last terms in Eq. (10.7) vanish, and we are left with the result.
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10.2.2 Applying the Feynman-Hellman Theorem

We have the known standard integral: ˆ ∞

−∞
e−ax2

dx =

√
π

a
(10.10)

which can be computed by the trick of going into polar coordinates. We can then obtain the solution for
whole families of integrals, e.g.: ˆ ∞

−∞
x2e−ax2

dx =
∂

∂a

√
π

a
(10.11)

10.2.3 Applying the Feynman-Hellman Theorem for Relativistic Corrections

We have:

H(0) = − h̄2

2mr2
∂

∂r

(
r2 ∂

∂r

)
+

h̄2l(l + 1)
2mr2 − e2

r
(10.12)

Now we observe:
∂En

∂(e2)
= −2me2

2h̄2
1
n2 =

〈
−1

r

〉
(10.13)

How did we know to pick this? We have to be a bit smart and choose to differentiate with respect to the
variable that gives us the result we want. Next, we will want to differente w.r.t l. Recall however that n
depends on l:

n = nr + l + 1 (10.14)

where nr is the radial quantum number and l is the angular (and n is the composite, principle quantum
number). When we differentiate w.r.t. l, we get:

∂H(0)

∂l
=

(2l + 1)h̄2

2mr2 (10.15)

∂En

∂l
=

me4

h̄2(nr + l + 1)3
(10.16)

Since the expectation value of the first term must be equal to the second by the theorem, we can solve for
what

〈
1
r2

〉
should be. If we put everything in, we get:

∆E(1)
rel = − 1

2mc2

E2
n + 2En

〈
e2

r

〉
+

〈
e4

r2

〉 =

(
me4

h̄2

)
α2

(2n2)2

(
−1

2

)(
4n

l + 1
2
− 3

)
(10.17)

So we get the ∝ α2 from our order of magnitude calculation! This is not at all surprising, because all
the terms we add together are of the same order, and:

1
mc2

(
me4

h̄2

)2

=

(
me4

h̄2

)(
me4

h̄2mc2

)
= α2 (10.18)

Some important notes: we see a dependence on l in our relativistic correction, and of course it should
appear in all of our computations. 2s and 2p orbitals would have different corrections. Second remark;
why can we use PT without degeneracy when we have huge degeneracy of g = 2n2? Because our
perturbing Hamiltonian commutes with our classification scheme.
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10.3 Spin-Orbit Correction - Calculation

We start with the Hamiltonian:
HSO = −mu · B (10.19)

where B is a classical (dipole - from multipole expansion) field:

B =
|e|
c

v × r
r3 =

|e|
h̄c

L
r3 (10.20)

and we have:

µ = − |e|h̄
2mc

(2S) (10.21)

therefore:

HSO =
e2h̄2

2m2c2
S · L

r3 . (10.22)

We now define J = L + S as usual, and observing that:

[HSO, Ji] = 0 (10.23)

we conclude that we can use the |n, l, s = 1/2, j, jz⟩ basis/classification in our perturbation theory, and we
can use the non-degenerate PT technique as J commutes with the Hamiltonian. We are interested in:

⟨n, l, s = 1/2, j, jz|L · S|n, l, s = 1/2, j, jz⟩ (10.24)

But since:
L · S =

1
2

(
J2 − S2 − L2

)
(10.25)

we then have:

⟨n, l, s = 1/2, j, jz|L · S|n, l, s = 1/2, j, jz⟩ =
1
2

(
j(j + 1)− 3

4
− l(l + 1)

)
. (10.26)

We still need to compute
〈

1
r3

〉
. We can use Kramer’s Relation (whose proof comes down to integration

by parts): 〈
1
r3

〉
=

1
a3

B

1
n3(l + 1

2 )l(l + 1)
(10.27)

From this we can obtain the full solution:〈
H(1)

〉
=

e2h̄2

2m2c2
1
a3

B

j(j + 1)− 3
4 − l(l + 1)

2n3(l + 1
2 )l(l + 1)

(10.28)

But let’s look at the constant prefactor here:

e2h̄2

2m2c2

(
me2

h̄2

)3

=
me4

2h̄2

(
e2

h̄c

)2

= Ryα2 (10.29)

so again we see that our order of magnitude prediction of ∝ α2 checks out!
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Figure 10.1: The energy levels of the hydrogen atom split due to the relativistic and spin-orbit corrections.
The figure is not drawn to scale. The old classification with degeneracy counting is on the left. The new
classification with appropriate energy splitting and degeneracy counting is on the right.

10.4 Combining the Corrections

In sum, the fine structure corrections to the hydrogen atom are given by:

∆E(1)
SO + ∆E(1)

rel = −me4

h̄2
α2

2n

[
n

j + 1
2
− 3

4

]
(10.30)

If we plot the energy levels with the fine structure corrections, we obtain Fig. 10.1.
We notice something very intriguing about the energy correction in Eq. (10.30); the net result does not

have any dependence on l (only on j). It is extremely nontrivial. For any potential in the world, we would
have an l dependence; but for this very special (unique! - for further reading see the Runge Lentz vector
and its connection to 1/r2 potentials) case, we have this l-indepenent structure.
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11 Hyperfine Structure of Hydrogen

Last time, we used perturbation theory to calculate the relativistic and spin-orbit corrections to the hydro-
gen atom. We then saw that the spectrum of the Hamiltonian split as seen in Fig. 10.1. Note that there is
no splitting for a given l (as we found that the energy correction was independent of l).

A note: if we have multiple perturbations to consider, we can categorize them by the order of magni-
tude of perturbations; then we can take different sets of perturbations as our base Hamiltonian in PT and
then add the smaller ones as the perturbing Hamiltonians in PT (as we will do today when we consider
the Zeeman effect (hyperfine structure) on top of the spin-orbit and relativistic corrections (fine structure)).

We now consider the hyperfine structure of hydrogen. We will see that the s states are sensitive, but
the p and d states are not very sensitive to it. This is because for the s states there will be an overlap of the
wavefunction with the origin, but there will be no such overlap for the higher angular momentum states.

11.1 A brief classical EM derivation

We will derive the form of the hyperfine Hamiltonian in classical electromagnetism to start, then we will
move to quantum mechanics. The magnetic moments are given by:

µe =
|e|h̄
mc

Se, µp =
|e|h̄
mpc

gpSp, gp = 2.79 (11.1)

The hyperfine interaction has Hamiltonian:

Hhyper = −µe · B (11.2)

where:
B = ∇× A (11.3)

A =
µp × r

r3
1

4π
(11.4)

Normally, we would ignore singularities; but here they are important. We will use tensorial notation so as
to not miss anything. The ith component of the B-field is given by:

Bi = ϵijk∇j Ak =
1

4π
ϵijk∇j

(
ϵklmµl

p
rm

r3

)
(11.5)

We recall the familiar formula (from the E-field of a point charge Em = −∇m(φ)):

rm

r3 = −∇m

(
1
r

)
(11.6)

Note that we have a singularity at the origin, which is the source of the hyperfine structure; we will return
to this shortly. Using this result we have:

Bi = − 1
4π

ϵijkϵklmµl∇j∇m
1
r
= − 1

4π

(
δilδjm − δimδjl

)
µl∇j∇m

1
r

(11.7)

A derivation of the Levi-Civita identity can be found here; but it amounts to little more than just keep-
ing track of indices https://d197for5662m48.cloudfront.net/documents/publicationstatus/40398/

preprint_pdf/4a9c3af307146df9d5f21f8ceeb61988.pdf. If we simplify the above expression, we have:

Bi = − 1
4π

µl
(

δilδjl − δimδjl
)
∇j∇m

1
r
=

1
4π

(
−µi

(
∇2 1

r

)
+ (µj∇j)∇i

)
1
r

(11.8)
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Now from Gauss’ law, we should be familiar with:

∇2 1
r
= −4πδ3(r) (11.9)

and for the other term (excepting r = 0) we have:

∇i∇j
1
r
= ∇i

(
− rj

r3

)
= − δij

r3 +
3rirj

r5 (11.10)

If we multiply both sides by δij, we find:

∇2 1
r
=

−3 + 3
r3 = 0 (11.11)

so we are missing something! Evidently, we are missing the r = 0 part. We know this already. The proper
expression is therefore the following; we add the extra delta function:

∇i∇j
1
r
= − δij

r3 +
3rirj

r5 − δij
4πδ3(r)

3
(11.12)

where the 1
3 comes in to cancel the sum over indices δii = 3. So our final expression is:

Bi = − 1
4πr3 µi

(
δijk − 3ninj

)
+

2
3

µiδ
3(r) (11.13)

where ni = ri/r. We had to keep track of these numbers/prefactors carefully as we will need to use these
results to compare with experimentally measured values.

11.2 Solving the QM Problem

We now have the quantum-mechanical Hamiltonian:

Hhyper = −µ · B =
µi

eµ
j
p

4πr3

(
δij − 3ninj

)
− 2

3
µe · µpδ3(r) (11.14)

We will proceed to do PT to solve this problem. In doing so, we will have to integrate over wavefunc-
tions.

11.2.1 Some 3D Integral Identities

Before we head into it, we consider some identities:
ˆ

dΩni = 0 (11.15)

this follows by thinking about the fact that ni → −ni is a symmetry (or you can explicitly think about the
fact that the positive/negative area under nz = cos θ cancels when one integrates from θ = 0 to θ = π -
then this result should hold for all three). Now, we also have the identity:

ˆ
dΩn2

z =
4π

3
(11.16)

How to see this; of course: ˆ
dΩn2 =

ˆ
dΩ = 4π (11.17)
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as we just do the angular integrals. But then by symmetry, we should find that each of the components
gives an equal contribution, so: ˆ

dΩn2
i =

4π

3
. (11.18)

Or in further generality: ˆ
dΩninj = δij

4π

3
(11.19)

Looking at integrals over the terms in the Hamiltonian, we see that:
ˆ

dΩ
(

δij − 3ninj

)
= 0. (11.20)

so the entirety of the contibribution to the integral arises from the delta function term; hence we had to be
very precise with it.

11.2.2 Hyperfine corrections

We calculate (with knowledge that only the delta function term will contribute)

⟨ns|Hhyper|ns⟩ = −2
3

〈
µe · µp

〉 ˆ
|Ψn0|2d3rδ3(r) = −2

3

(
1

n3πa3
B

)
µeµp

〈
Se · Sp

〉
(11.21)

where we have used the Hydrogen atom result that:

|ψn0(r = 0)|2 =
1

n3πa3
B

(11.22)

and the dirac delta picks out the value of the wavefunction at the origin. We note something very impor-
tant; we recall that:

Rnl ∼ rl (11.23)

so for l > 0, there is no hyperfine correction!! Only for the s state there is corrections; for p, d (and higher)
there is no correction. Finishing up the calculation by substituting in the µe, µp, aB, and

〈
Se · Sp

〉
we find:

⟨ns|Hhyper|ns⟩ = −2
3

1
n3π

(
me2

h̄2

)3( |e|h̄
mc

)(
eh̄gp

mpc

)
·
{

1/4 triplet
−3/4 singlet

(11.24)

Or expressing things in terms of the fine structure constant and the Rydberg:

⟨ns|Hhyper|ns⟩ =
(

me4

h̄

)(
e2

h̄c

)2(
m
mp

)(
2
3

gp

πn3

)
= Ryα2

(
m
mp

)(
2
3

gp

πn3

)
(11.25)

Noting the order of magnitude, this is exactly what we estimated; we estimated Ryα2(m/mp) and that is
exactly what we see.

Note that this ∆E ∼ 10eV10−410−3 ∼ 10−6eV (I think there is an error here - numbers don’t line up)
between the triplet and singlet states corresponds to ν = 1420MHz ∼ 14GHz or λ = 21cm. With the
conversion 1eV ∼ 104K we can express these energy scales in terms of temperatures.

Our universe is very cold; 2.7K. But, 10−6eV ∼ 10−2eV is much smaller.
Logistics: MT Oct 24th. Every topic from HW1/2 covered. PT and angular momentum. Exam is

open-book, but not open-devices. 50 minutes. Next in class, we will discuss time-dependent PT, WKB,
adiabatic approximation etc. but this is not covered on the MT.
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12 External Fields

Up to this point, we have discussed the fine and hyperfine structure, and discussed what the real spectrum
of the hydrogen atom looks like.

1s

1s1/2

2s2p

2s1/22p1/2

2p3/2α2Ry

Fine Hyperfine

3s1

1s0

3s1

1s0

α2 me
mp

Ry

α2 me
mp

Ry

1
Figure 12.1: Splitting in hydrogen atom energy levels due to the fine structure and hyperfine structure.
Figure is not to scale (the hyperfine splittings are ∼ 10−3 smaller compared to the fine structure). Note
the hyperfine splitting only occurs for the s states (as it only occurs for states whose radial wavefunction
is nonvanishing at the origin) and the split is between the singlet and triplet states. The 3/1 denotes
triplet/singlet and the 1/0 denotes the total joint spin as 1 or 0.

However note that thus far we have only discussed internal fields. We today discuss external ones.

12.1 Stark Effect - Large Field

We consider a hydrogen atom in the presence of an electric field (in particular oriented in the z direction).
This has the corresponding Hamiltonian:

H(1) = −d · Eext = −ezEext
z (12.1)

We now ask what the typical scale of this perturbation is. z ∼ aB, so it is of scale eaBEext. We consider the
limit where the external field is much stronger than the fine structure corrections:

eaBEext ≫ α2Ry ∼ 10−510eV (12.2)

and so:

Eext ≫ 10−510eV
|e|10−8m

∼ 104V cm−1. (12.3)

Are fields of such magnitude present in nature? Certainly; consider a thunderstorm. Lab-wise, the
largest field we can achieve is 100MeV m−1, or 106V cm−1 in linear accelerators. We discuss this large
field limit, so we can do perturbation theory not with the fine structure states but with the unperturbed
hydrogen atom states |n, l⟩. We consider:

⟨n = 1, l = 0|H(1)|n = 1, l = 0⟩ = 0 (12.4)

This can be seen from the fact that H′ ∝ z, and then using that |n = 1, l = 0⟩ are eigenstates of parity (with
eigenvalue 1), by symmetry we see that:

⟨n = 1, l = 0|H(1)|n = 1, l = 0⟩ ∝ ⟨n = 1, l = 0|z|n = 1, l = 0⟩
= ⟨n = 1, l = 0|Π†zΠ|n = 1, l = 0⟩
= ⟨n = 1, l = 0|(−1)z|n = 1, l = 0⟩
= −⟨n = 1, l = 0|z|n = 1, l = 0⟩

(12.5)

42



and so the matrix element must vanish. In calculating the energy correction, we have degeneracy and thus
must use degenerate PT. To this end it is useful to consider what the good quantum numbers are. First,
we see that:

[Lz, H(1)] = 0 (12.6)

as H(1) ∝ z. However:
[L2, H(1)] ̸= 0 (12.7)

as we do not have a general rotational symmetry here, only a symmetry for rotations about z.
In particular, let us consider the n = 2 states of hydrogen There are four degenerate states:

• |n = 2, l = 0, m = 0⟩
• |n = 2, l = 1, m = 0⟩
• |n = 2, l = 1, m = 1⟩
• |n = 2, l = 1, m = −1⟩

We now consider the matrix Tab of matrix elements of H(1) with the above states. But we find that all but
two numbers vanish:

Tab =


0 · 0 0
· 0 0 0
0 0 0 0
0 0 0 0

 (12.8)

and in particular we only need to compute one by Hermicity. How to see this? First, since m is a
good quantum number, only matrix elements with the same m are nonzero. Second, only eigenstates of
different parities will have a nonzero matrix element; else we could repeat the argument in Eq. (12.5) to
conclude that these matrix elements vanish. In other words, only matrix elements with the same m and
ls of different parity (actually more specifically δl = ±1) will be nonvanishing. Therefore the only matrix
element to compute is:

T12 = ⟨n = 2, l = 1, m = 0| − erE cos θ|n = 2, l = 0, m = 0⟩

= −e
ˆ

R20rR21r2dr
ˆ

Y0
0 cos θY1

1 dΩ

= 3eaEext

(12.9)

so:

Tab = 3eaEext


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 (12.10)

So our computation reduces to:

det(Tab − δabE(1)) = det

(
−E(1) 3eaE
3eaE −E(1)

)
= 0 (12.11)

we hence obtain:
E(1)
± = ±3eaE (12.12)

These have corresponding eigenvectors:

v+ =
1√
2

(
1
1

)
, v− =

1√
2

(
1
−1

)
(12.13)
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So therefore the superpositions of interest are:

ψ± =
1√
2

(
|n = 2, l = 1, m = 0⟩ ± |n = 2, l = 0, m = 0⟩

)
(12.14)

with energies:

E = E0 ± E(1) = −1
4

Ry ± 3eaE (12.15)

Graphically, we have the spectrum:

2s2p
ψ−

|n = 2, l = 1, m = ±1⟩

ψ+

8

2

4

2

3eaE

3eaE

1
Figure 12.2: (Linear) Stark Effect splitting of the 8-fold degenerate 2s2p energy level in the Hydrogen atom
in the presence of a strong external electric field. The energy level splits into three levels, separated by
3eaE. The degeneracies of the new levels are denoted in red.

We still have the degeneracy from the spin (although it does not factor into the problem here), and one
of the levels remains without a change in the energy. Note that if we included fine structure on top of this,
we would have a further splitting in the above diagram (but of a much smaller order of magnitude than
the E-field splitting). Note also that if the electric field perturbation was on the same order of magnitude
as the fine structure perturbation, then we would consider the perturbing Hamiltonian to be the sum of
the E-field and fine structure terms, and we would have to diagonalize a much less simple Tab matrix.

12.2 Stark Effect - Small Field

We now consider an electric field that is small on the scale of the fine structure corrections. We apply
the perturbations onto the fine structure corrected states. The 1s1/2 state remains unaffected (there is no
correction from the electric field here, independent of the field strength - all states have the same parity of
l = 0 here so there cannot be any correction).

There is also no splitting for the 2p3/2 as all of the matrix elements would be zero. Again, the same
parity argument; all four states here have l = 1 and so the matrix elements vanish.

The only level which exhibits splitting is the 2s1/22p1/2 level as there can be nonzero matrix elements
between the l = 1 and l = 0 states. In particular we obtain (without going through the entire calculation
again):

|ψ±⟩ =
1√
2

(
|l = 1, m = 0, sz =

1
2
⟩ ± |l = 1, m = 1, sz = −1

2
⟩
)

(12.16)

(Ok, this was not so clear to me here how the above formula follows, but oh well). The energy splitting
can be seen in Fig.

12.3 Selection Rules - Calculating expectation values of z

Let us consider a general matrix element:

⟨n′l′m′|z|nlm⟩ (12.17)

Since [Lz, z] = 0, we have:

⟨n′l′m′|Lzz − zLz|nlm⟩ = 0 =⇒ (m′ − m)⟨l′m′|z|lm⟩ = 0 (12.18)
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Figure 12.3: Stark effect splitting of the 2s1/22p1/2 (fine structure) energy level due to a weak external
electric field. The fourfold degenerate level splits into three levels.

and so if m ̸= m′ then the matrix element must vanish. So we obtain the selection rule that m = m′.
Now, we consider the selection rule based on l. We will find that ∆l = ±1 must be enforced for the

matrix element must be zero (the parity argument we make previously only establishes that the ls must
be of different parity; this is a stronger condition). There is an argument from Clebsch-Gordon coefficients
that can show this condition to be true.

12.4 Zeeman Effect

We consider an external magnetic field, giving rise to a perturbing Hamiltonian:

H(1) = −µ · Bext, µ
−|e|h̄
2mc

(L + 2S) (12.19)

Numerically:
|e|h̄
2mc

= 5.8 × 10−9eVG−1 (12.20)

(we igonore the proton; its contribution is supressed by 2000 or so). We have a strong Zeeman effect when:

µBext ≫ α2Ry (12.21)

or when:

Bext ≫ 10−510eV
1010−9eV

G = 104G = 1T (12.22)

so if the external B-field is much larger than a Tesla, then we have a strong-field Zeeman effect (and
weak-field Zeeman effect if much less than a Tesla).

For scales, MRI/NMR is on the order of Tesla, the LHC is on the order of 10 Tesla, and Earth’s B-field
is on the order of half a Gauss.

Looking at the commutation relations, we have:

[H′, L2] = [H′, Lz] = [H′, S2] = [H′, S2] = 0 (12.23)

as is clear from looking at the Hamiltonian. We can do the whole matrix elements, and it will be a simple
matter of:

∆E = ⟨·|2Sz + Lz|∗⟩
−|e|h̄
2mc

(12.24)

and this is trivial as of course the states are eigenstates of L2, S2, Lz, Sz! The energy splitting from the
(strong-field) Zeeman effect therefore looks as in Fig.

This correction becomes less trivial when the magnetic field is weaker (as we need to take into account
the fine structure... and so our states we use are no longer eigenstates of L2, S2, Lz, Sz); but we can still do
the calculation of the matrix elements above. It will be convenient to write it as ⟨·|Jz + Sz|·⟩ instead.

The last question of the HW asks for considerin the interplay of fine hyperfine, and zeeman effects in
the Hydrogen atom; have fun! We start WKB next week.
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Figure 12.4: Energy splitting of the hydrogen atom levels from the strong-field Zeeman effect.

13 The WKB Approximation

The WKB, or Wentzel-Kramers-Brillouin, or semiclassical, or quasiclassical approximation, or the method
of steepest descent (used often by mathematicians to find asymptotic behavior of functions in complex
analysis!)

13.1 Motivation for Approximations

We have three cases in QM where the particle can be solved exactly; the free particle (V = 0), the quantum
harmonic oscillator (V = kx2

2 ), and the hydrogen atom (V = e2

r ). So in order to study nature, we have to
develop the study of approximations.

We have already studied time-independent perturbation theory. This has applications such as the
fine/hyperfine structures of Hydrogen and the Stark/Zeeman effects. The basis idea is that we have some
perturbation V much smaller than the typical energy scale of the problem, |V| ≪ |En − Em|. We then solve
for the lowest-order corrections to the energy coming from this small perturbation.

However, this has a problem. Consider for example the Stark effect, where we had the Hamiltonian:

H = − e2

r
− eEz (13.1)

where we treated − e2

r as the primary Hamiltonian and −eEz as the perturbation. However, consider
the phenomena of ionization, where the electric field ionizes hydrogen atoms, freeing the electron. The
question: how do we see this phenomena arise in the perturbation theory calculation? We calculate some
series ∑n cngn; but no matter to what order we calculate, we don’t see the phenomena of ionization.
What is the problem? There are some functions which are non-analytic; e.g. exp(− 1

g ) which cannot be
recovered in perturbation theory (as a series expansion of these functions are not meaningful). There are
many crucial phenomena attached to this, e.g. ionization, tunneling, alpha decay and so on.

A side note: note that mp ∼ e−1/g - baryonic mass is non-perturbative. So people who use QCD have
trouble understanding this phenomena as perturbation theory is pretty useless here.

13.1.1 Motivation for WKB

WKB is suited to describe such phenomena. In fact, the potential V is allowed to be large here. The
condition we impose is that the potential is slowly varying:

|∂V
∂x

| ≪ 1 (13.2)
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Figure 13.1: Potential profile for the Coulomb potential (blue) and the applied external electric field (red).

We discuss phenomena such as ionization, tunneling, (classically describable) highly excited states2, which
have non-analytic behavior exp(− 1

V ) which cannot be treated in perturbation theory.

13.1.2 Motivation for Adiabatic (Born-Oppenheimer) Approximation

We consider this approximation when we have slow and fast degrees of freedom. This is often useful
for molecular physics. Here we have many nuclei and many electrons. The electron degrees of freedom
are extremely fast, with typical frequencies being the electron degrees of freedoms. Comparatively, the
protons move very slowly. We can see this as m

M ≪ 1. It is often used in molecular physics, particle physics
and condensed matter physics. The potential can be large, but the key is that there are degrees of freedom
moving at different speeds.

13.1.3 Motivation to Time-Independent PT

This is useful for treating problems such as radiation and scattering. It is closely related to path integrals
in QM, geometric phases, and topological effects.

13.2 WKB in 1D

We have the Schrodinger equation:

− h̄2

2m
d2ψ

dx2 + U(x)ψ = Eψ (13.3)

if U ∼ Const., then the solutions are known:

ψ ∼ e±i px
h̄ (13.4)

with p2

2m = E − U. We do a change of variables now to write:

ψ(x) = ei S(x)
h̄ (13.5)

2Highly excited states are closer to classical states than the ground states of QM systems.
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The logic when developing WKB was that the action S was large for classical physics. Anyways, let us
write down what ψ′, ψ′′ are:

ψ′ = ei S
h̄

(
i
S′

h̄

)
(13.6)

ψ′′ = ei S
h̄

(
i
S′

h̄

)2

+ i
S′′

h̄
ei S

h̄ (13.7)

Now let’s substitute this back into the SE. No approximations have been made yet here. We’re just
substituting in an Ansatz:

− h̄2

2m

(
−S′2

h̄2

)
− h̄2

2m

(
i
S′′

h̄

)
+ U − E = 0 (13.8)

now we consider the expansion (which is possible as S is analytic so long as the potential is smooth - but
this is quite a deep question. We’ll assume the analyticity):

S = S(0) +
h̄
i

S(1) +

(
h̄
i

)2
S(2) + . . . (13.9)

now, the S(0) in the above is assumed to describe the (large) classical part. We substitute in our expansion
and collect terms in various powers of h̄:

− 1
2m

(
(S(0))′

)2
+

ih̄
2m

(S(0))′′ + E − U − 2
2m

(S(0))′
h̄
i
(S(1))′ (13.10)

The terms to order h̄0 give us:
[(S(0))′]2 = 2m(E − U) (13.11)

And the terms to order h̄1 give us:

ih̄
2m

[
(S(0))′′ + 2(S(0))′(S(1))′

]
= 0 (13.12)

We can rearrange the order h̄0 equation to obtain:

(S(0))′ = ±
√

2m(E − U) (13.13)

note p2/2m = E − U, and we therefore obtain:

S(0) = ±
ˆ x

0
p(x′)dx′. (13.14)

So we have successfully generalized our formula for the free particle ψ(x) = e±i px
h̄ . We can see that when

p(x) = p a constant that the above formula reproduces the free particle result. So, we have our first result:

ψ(x) = ei S(x)
h̄ = e±

i
h̄
´ x

0 p(x′)dx′ (13.15)

We can now calculate S(1) using the second equation:

(S(0))′′ = −2(S(0))′(S(1))′ (13.16)

since (S(0))′ = ±p(x) and (S(0))′′ = ±d p
dx , we find:

(S(1))′ − (S(0))′′

2(S(0))′
= − dp

dx
1
2

1
p
= −1

2
d log p

dx
(13.17)
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Therefore:
S(1) = −1

2
log p(x) (13.18)

Therefore:
ψ = ei S(0)−ih̄S(1)

h̄ = e±i
´ x p(x′)dx′

h̄
1√
p(x)

(13.19)

If we look at |ψ|2, we have:

|ψ|2 ∼ 1
|p(x)| =

1
mV(x)

(13.20)

if we ask the probability of finding a particle, then:

|ψ2|dx =
dx

V(x)
= dt (13.21)

If we describe the classical physics for a particle in an oscillator, the particle spends a lot of time near the
turning points where the velocity is lowest and not a lot of time in the minimum where the velocity is the
highest. We reproduce the classical result! WKB were very happy with this.

We have to ask when this approximation is valid. We have the condition assuming:

|h̄S(1)|′ ≪ |(S(0))′| (13.22)

and so:
|1
2

dp
dx

h̄
p
| ≪ |p| (13.23)

and so:
d

dx

(
h̄
p

)
≪ |dλ

dx
| ≪ 1 (13.24)

so our approximation is justified when the wavelength of the particle varies slowly with distance.
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14 WKB Continued

14.1 A review of WKB motivation and derivation

The basic idea of WKB is the following. What we want to do is to find some approximation where we
can study effects that cannot be revealed using perturbation theory. Many functions can be expanded in a

series ∑n cngn, but not all effects can be computed; namely those that go as e−
1
g (as all derivatives of these

classes of functions vanish). So, we want to study a different type of approximation to PT which allows
us to probe such functions.

Our WKB approximation tells us that the wavefunction has the approximate form:

ψ(x) ∼ e±i
´ x p(x′)dx′

h̄
1√

|p(x)|
(14.1)

The way we did our expansion is justified so long as:

d
dx

(
h̄

p(x)

)
≪ 1 =⇒

∣∣∣∣dλ

dx

∣∣∣∣≪ 1 (14.2)

14.2 When does WKB hold?

We take p(x) =
√

2m(E − U(x)) and so:

d
dx

(
h̄

p(x)

)
≪ 1 =⇒ d

dx

(
h̄√

2m(E − U(x))

)
≪ 1 (14.3)

so then: ∣∣∣∣∣ h̄√
2m

1
(E − U)3/2

1
2

dU
dx

∣∣∣∣∣≪ 1 (14.4)

If E ≫ U then: ∣∣∣∣∣ h̄√
2m

1
E3/2

1
2

dU
dx

∣∣∣∣∣≪ 1 (14.5)

So for excited enough states, this approximation is always justified (e.g. the Harmonic oscillator has
E ∼ n, so for n sufficiently large the LHS is small). However, we also see places where the approximation
is never justified; in particular, for E ∼ U (the turning points) the LHS explodes and so the condition is
not satisfied.

Note we have been assuming dU
dx ∼ 1 throughout.

14.3 A simple example

We consider some smooth potential profile U(x) in an infinite square well.
We have that:

ψ±(x) = e±iφ(x) (14.6)

where:

φ(x) =
ˆ x

0

p(x′)dx′

h̄
(14.7)

as usual:
p2 = 2m(E − U) (14.8)
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x = 0 x = a

U = ∞ U = ∞U(x)

Figure 14.1: A smooth potential profile U enclosed in a infinite square well. We will find applying WKB
gives rise to the Bohr-Sommerfield quantization condition.

taking a superposition of the solutions, we have:

Ψ(x) = ψ+(x) + ψ−(x) =
A+√

p
cos(φ(x)) +

A−√
p

sin(φ(x)) (14.9)

But by the boundary conditions, Ψ(0) = 0 and so since φ(0) = 0 we find that A+ = 0. Then, since we also
have that Ψ(a) = 0 and so from sin(φ(a)) = 0 we find that φ(a) = nπ. Therefore:

ˆ a

0

p(x′)dx′

h̄
= πn (14.10)

Note in the special case where U(x) = 0, we can carry out the integral explicitly and find:

pa
h̄

= πn (14.11)

and solving for the energies:

En =
h̄n2π2

2ma2 (14.12)

which is exactly the result we got from doing it analytically in our first QM class.
We can study the conditions for the validity of the WKB solutions in this case. As before, we have:∣∣∣∣∣ h̄√

2m
1

(E − U)3/2
1
2

dU
dx

∣∣∣∣∣≪ 1 (14.13)

So in the limit where E ≫ U:∣∣∣∣∣ h̄√
2m

1
E3/2

1
2

dU
dx

∣∣∣∣∣ =
∣∣∣∣∣
√

m
h̄

1
π3n3

dU
dx

∣∣∣∣∣≪ 11 (14.14)

So for sufficiently large n this holds (actually, in the case of U = 0 throughout the well the derivative
vanishes everywhere so it holds even more generally, trivially).

14.4 Connection Formulae - Motivation and Setup

We now study the turning points; the setting is sketched in Fig. 14.2.
In the classically forbidden region (with E < U(x)) we can do exactly the same computations as we

did for the classically allowed region; the only difference is now:

p2

2m
= E − U(x) (14.15)
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TUG

e

X

Classically Classically

Allowed Forbidden

Figure 14.2: Determining the WKB solution at the turning points. On the left, we have the classically
allowed (E > U) region for the particle, where the solutions ψ1 are imaginary exponentials. On the right,
we have the classically forbidden (E < U) region for the particle, where the solutions ψ2 are decaying
exponentials. We now need to determine what happens when E ≈ U. The standard method is to consider
the linear potential solutions of Airy functions at the turning point to piece the two together (pink). We
consider a quicker argument, where we analytically continue the function in the complex plane by carrying
out integrals from 0 → π and 0 → −π (green).

And so we obtain different WKB solutions:

1
|p| e

±i
´ x p(x′)dx′

h̄ → 1
|p| e

± ´ p(x′)dx′
h̄ (14.16)

where the left formula is for the classically allowed region, with p2/2m = E − U and the right formula is
for the classically forbidden region with p2/2m = U − E (the exact same analysis from last class applies
to study this region). In the classically forbidden region, we have:

ψ2(x) =
D√

p
e−
´ x

0
p(x′)dx′

h̄ (14.17)

where p2 = 2m(U − E). Note that we only consider the negative exponential solution; our wavefunctions
must be normalizable and hence we throw away the ∼ exp(+x) solution that is non-normalizable as
x → ∞.

So, we understand that far away from the turning point to the left (the classically allowed region) we

have e±i
´ x p(x′)dx′

h̄ solutions and far away from the turning point going to the right (the classically forbidden

region) we have e−
´ x

0
p(x′)dx′

h̄ solutions. But what happens near the turning point? We discuss this now.
How do we do this? Many textbooks consider the linear potential near the turning point, which

has known solutions of Airy functions. Far away to the left we find WKB sinusoidal solutions and far
away to the right we have WKB exponential decay solutions. The Airy function is analytical and has the
correct limits going away from the turning point. It is therefore a solution, and this is precisely what the
connection formulae are. This is a very long derivation!

We go through this problem slightly differently. We recall that WKB does not apply at the turning
point; our wavefunction is straightly wrong. We take x → z the complex plane. We then analytically
continue our wavefunction, and obtain the connection formulae this way.
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14.5 Connection Formulae from Analytic Continuation

We write down the superposition for ψ1 (in the classically allowed region) in the following way. We have:

ψ1(x) =

(
B√
p(x)

e+i
´ 0

x
p(x′)dx′

h̄ +
C√
p(x)

e−i
´ 0

x
p(x′)dx′

h̄

)
(14.18)

We consider Taylor expanding the potential:

U = U(0) + U′(0)x′ = U0 + U′
0x′ (14.19)

such that now: ˆ
p(x)′dx′ =

ˆ
x1/2dx′

√
2mU′

0 (14.20)

We now go to the complex plane. We write x′ = ρeiφ. We will do the integral and then do analytical
continuation from φ = 0 to φ = π. Why can I do this? In the complex plane I can think that I can
meander around the pole E = U (compare to the real axis; we can’t avoid the pole), so we don’t hit it.

We carry out: ˆ x

0

√
x′dx′ =

2
3

ρ3/2ei 3
2 φ =

{
2
3 ρ3/2 φ = 0
2
3 ρ3/2ei 3π

2 = −i 2
3 ρ3/2 φ = π

(14.21)

We have thus “collected the phase” in the integral in the correct way. There is another term to consider;
namely the 1√

p . This collects a phase:
1√
p
→ 1√

peiπ/4 (14.22)

When we analytically continue the classically forbidden region solution to the classically forbidden region,
we obtian:

ψ2(x) =
D√

p
e−
´ x

0
p(x′)dx′

h̄ → D√
p

e+i
´ 0

x
p(x′)dx′

h̄ − iπ
4 (14.23)

For the other e−i... term, we analytically contnue in the other direction, going from φ = 0 to φ = −π. So,
we can write down ψ1 as:

ψ1(x) =
2D√

p

(
cos(
ˆ 0

x

p(x′)dx′

hbar
− π

4
)

)
(14.24)

where the cosine is obtained via the superposition of the two terms. We can write this equivalently as:

ψ1(x) =
2D√

p

(
sin(
ˆ 0

x

p(x′)dx′

h̄
+

π

4
)

)
(14.25)

and the claim is the following: ψ2 in classically forbidden region corresponds to this sin, which is the
superposition of the two plane waves in the classically allowed region, with the exact same coefficients.
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15 WKB Part III

15.1 Review of the Connection Formula Derivation

Let us explain what we have derived. Let assume a setup as in Fig. 14.2. The wavefunction in the
neighbourhood around the turning point U = E (let us call this point x2) cannot be described by WKB.
But if ψ2 (in the calssically forbidden region) is described by the form:

ψ2(x) =
D√

p
e−

1
h̄
´ x

x2
p(x′)dx′ (15.1)

then ψ1(x) in the classically allowed region has the structure:

ψ1(x) =
2D√

p
sin
(

1
h̄

ˆ x2

x
p(x′)dx′ +

π

4

)
(15.2)

Let us make a simple point; the fact that a sine appears in the above is absolutely trivial; we have
imaginary exponential solutions to the SE in the classically allowed region. The nontrivial part is the +π

4
phase appears.

15.2 Deriving the Bohr-Sommerfield Quantization Formula

We can repeat exactly the same arguments for a setup like Fig. 14.2 but with the classically forbidden
region to the left and the classically allowed region to the right of a turning point x1. We then have that
ψ(x) to the left of the turning point is:

ψx<x1(x) =
D′
√

p
e−

1
h̄
´ x1

x p(x′)dx′ (15.3)

note the order of the integral which ensures the decay of the wavefunction at infinity. We get an extremely
similar formula for the wavefunction in the classically allowed region:

ψx>x1(x) =
2D′
√

p
sin

(
1
h̄

ˆ x

x1

p(x′)dx′ +
π

4

)
(15.4)

We now present a non-trivial claim: We claim that we can use the connection formulas going from
both sides (assume we have U which such that x1 < x < x2 is a classically allowed region inside x1 > x
and x > x2 are classically forbidden). When we do this, the wavefunctions inside of the classically allowed
region must agree. We therefore obtain the condition:

sin

(
1
h̄

ˆ x

x1

p(x′)dx′ +
π

4

)
= ± sin

(
1
h̄

ˆ x2

x
p(x′)dx′ +

π

4

)
(15.5)

where the ± comes from D′ = ±D. We now consider writing the integral on the LHS as:
ˆ x

x1

+
π

4
=

ˆ x

x2

+

ˆ x2

x1

+
π

4
= −

ˆ x2

x
+

ˆ x2

x1

+
π

4
− π

4
+

π

4
(15.6)

We then see that − ´ x2
x −π

4 precisely appears on the RHS, and so we obtain the Bohr-Sommerfield quantiza-
tion condition:

θ =

ˆ x2

x1

+
π

2
= nπ (15.7)

or rewriting this: ˆ x2

x1

p(x′)dx′

h̄
= π(n +

1
2
) (15.8)
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15.3 Analyzing the Bohr-Sommerfield Quantization Formula

(a) What is n? This is the number of nodes inside the potential, or also the excitation number.

(b) We can reformulate the condition as:

n =

ˆ x2

x1

pdx
h̄π

=

‹
P2
2m ≤E−U

dpdx
2πh̄

=

˛
pdx
2πh̄

(15.9)

So what does this say? We take the phase volume of the system, and divide this by 2πh̄; We therefore
obtain the nuber of quantum cells!

(c) We find that one quantum cell has volume 2πh̄ (this could also follow by considering the uncertainty
relation).

(d) In 3D, we can generalize everything we have just said, and write:

dn =
d3 pd3x
(2πh̄)3 =

V
(2πh̄)3 p2dpdΩ (15.10)

Often we can represent p in terms of energy, and find the number of states per unit energy (density of
states in terms of energy). Explicitly, we can see that p2dp = pEdp which follows from:

E2 = p2 + m2 =⇒ EdE = pdp (15.11)

This is correct for both nonrelativistic and relativistic physics (we will use this formula to study
photons). For free particles with E = p2/2m, we find:

1
V

dn
dE

=
dΩ

(2πh̄)3 |p|E (15.12)

which is the number of states per unit energy per unit volume. Density of states is extremely useful,
and comes up in many places in physics, such as:

• Fermi liquid model in condensed matter physics

• Transitions in atomic physics

• Thomas-Fermi models for complex models.

15.4 Solving the QHO with WKB

Let us use WKB to solve the simplest problem there is; the Harmonic Oscillator. We want to quantize it
assuming we don’t know the exact solution. Writing down the Bohr-Sommerfield quantization condition,
we find: ˆ a

−a
pdx = πh̄(n +

1
2
) (15.13)

We have p =
√

2m(E − U(x)) and U(x) = 1
2 kx2. At x = ±a we have E = ka2

2 and so:

ˆ a

−a
pdx = a

√
2mE

ˆ a

−a

√
1 −

(
x
a

)2 dx
a

(15.14)

Now making the substitution z = x
a with z ∈ (−1, 1), we can evaluate the integral (e.g. via trigonometric

substitution) to find: ˆ a

−a
pdx =

√
2E
k

√
2mE

π

2
= πh̄(n +

1
2
) (15.15)
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With ω2 = k/m, we find:

E = h̄ω(n +
1
2
) (15.16)

and we reproduce exactly the analytical result for the eigenenergies of the oscillator! Nevertheless, we
cannot trust this result for sufficiently small n. How do we find out when this formula can be trusted? We
go back to the discussion of when WKB is justified:∣∣∣∣∣ d

dx
h̄
p

∣∣∣∣∣≪ 1 (15.17)

Differentiating, we find: ∣∣∣∣∣ h̄√
2m

1
(E − U)3/2

1
2

kx

∣∣∣∣∣≪ 1 (15.18)

which with U = 1
2 kx2, and z = x/a becomes;∣∣∣∣∣ h̄ω

E
z

(1 − z2)3/2

∣∣∣∣∣≪ 1 (15.19)

substituting in En = h̄ω(n + 1
2 ) (and ignoring some coefficients) we have:∣∣∣∣∣ 1

(1 − z2)3/2
1
n

∣∣∣∣∣≪ 1 (15.20)

so for sufficiently large n, so long as we stay away from the turning points z = ±1 (i.e. x = ±a) WKB is
reliable here. How close we can get to the turning point will be a matter of how large n is.

After the midterm on wednesday, we will use WKB to analyze tunnelling.

56



16 Midterm Review

16.1 Two Spin-1 Particles

We consider a system made of two spin-1 particles with the Hamiltonian:

H = ϵ1S(1) · S + ϵ2(Sz)
2 (16.1)

where S = S(1) + S(2), ϵ1 > 0, ϵ2 > 0.

(a) Demonstrate (by computing the relevant commutators) that the classification |S(1), S(2), S, Sz⟩ is a good
classification scheme of states for this Hamiltonian.

(b) What is the lowest energy of the system?

(c) What is the ground state? Formulate your answer using the classification |S(1), S(2), S, Sz⟩. Use CG
coefficients to represent this state in terms of |S(1), S(2), S(1)

z , S(2)
z ⟩.

(d) Compute the expectation value
〈

S(1)
x S(2)

x + S(1)
y S(2)

y

〉
for the ground state.

(e) Strictly qualitative problem. No calculations! What is the expectation value
〈

S(1)
z

〉
for the ground

state? Zero or nonzero? Present the arguments.

Solution.

(a) We start by rewriting the Hamiltonian:

H = ϵ1(S(1))2 + ϵ1S(1) · S(2) + ϵ2(Sz)
2 (16.2)

We can easily find that [H, S2] = 0 and [H, Sz] = 0, [H, (S(1))2] = [H, (S(2))2] = 0 by writing S(1) ·
S(2) = 1

2 (S
2 − (S(1))2 − (S(2))2). Note that [H, Si] = 0.

(b) We rewrite:
H =

ϵ1

2

(
S2

1 − S2
2

)
+

ϵ1

2
S2 + ϵ2S2

z (16.3)

S2
1 − S2

2 is invariant, so we pick a state such that S2, S2
z are minimized. So we pick the state with s = 0

and sz = 0. but then by symmetry S2
1 − S2

2 will be zero. So the ground state energy is zero.

(c) In the eigenbasis we have |s = 0, sz = 0⟩. We can use a CG table to write:

|s = 0, sz = 0⟩ = 1√
3
|s(1)z = −1, s(2)z = 1⟩+ 1√

3
|s(1)z = 0, s(2)z = 0⟩+ 1√

3
|s(1)z = 1, s(2)z = −1⟩. (16.4)

(d) The easiest way to do this is to write:〈
S(1)

x S(2)
x + S(1)

y S(2)
y

〉
=
〈

S(1) · S(2) − S(1)
z S(2)

z

〉
(16.5)

We then have:
S(1) · S(2) =

1
2
(S2 − (S(1))2 − (S(2))2) (16.6)

so computing the values using the relevant eigenbases:〈
S(1)

x S(2)
x + S(1)

y S(2)
y

〉
=

1
2
(0 − 2 − 2) +

2
3
= −4

3
(16.7)

(e)
〈

S(1)
z

〉
= 0. Because a singlet is rotationally invariant, there is no preferred direction for a single spin.
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16.2 Perturbation Theory for Two-Level System

Cosnider a two-state system with a Hamiltonian represented in the spin Sz basis as

H(0) =

(
a 0
0 b

)
. (16.8)

Now the system is perturbed with

H′ =

(
a3 a1
a1 −a3

)
(16.9)

where a1 ≈ a3 ≪ a, b.

(a) Show that the unperturbed system described two levels with energies E1 = a and E2 = b correspond-
ingly.

(b) Using first order perturbation theory to compute corrections to these energy levels.

(c) Compute the exact eigenenergies by diagonalizing the full Hamiltonian H(0) + H′.

(d) Use Taylor expansion from (c) to reproduce the first order correction from item (b).

(e) What is the accuracy of the perturbation theory? In other words what are the (leading) corrections
which had been neglected in computations (b)?

(f) Take a = b in exact formula derived in (c). Do you reproduce first order perturbation result derived in
(b)? Make comments.

Solution.

(a) Just read this off. H(0) is a diagonal matrix with entries (and hence) eigenvalues a, b.

(b) Use first order perturbation theory to compute corrections to these energy levels. Assuming a ̸= b, we
can use non-degenerate PT to compute:

∆E1 =
(

1 0
)(a3 a1

a1 −a3

)(
1
0

)
= a3 (16.10)

∆E2 =
(

0 1
)(a3 a1

a1 −a3

)(
0
1

)
= −a3 (16.11)

(c) Adding:

H = H(0) + H′ =

(
a + a3 a1

a1 b − a3

)
(16.12)

then:

det(H − E1,2I) = 0 =⇒ E1,2 =
a + b

2
±
√(

a + b
2

)2
− ((a + a3)(b − a3)− a2

1)

=
a + b

2
±
√(

a + b
2

)2
− ab − a3(b − a) + a2

1 + a2
3

=
a + b

2
±
√(

a − b
2

)2
+ a3(a − b) + a2

1 + a2
3

=
a + b

2
± a − b

2

√
1 +

4a3

a − b
+

4(a2
1 + a2

3)

a − b

(16.13)
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(d) Taylor expanding (to first order)

E1,2 ≈ a + b
2

± a − b
2

(
1 +

2a3

a − b

)
=

a + b
2

± a − b
2

± a3 =⇒ E1 ≈ a + a3, E2 ≈ b − a3 (16.14)

(e) The corrections are of the order:

O(
a2

1/a2
3

a − b
) (16.15)

so long as a1 ≪ a − b.

(f) When we take a = b, we have:

H =

(
a + a3 a1

a1 a − a3

)
=⇒ λ1,2 = a ±

√
a2

1 + a2
3 (16.16)

and we don’t get the same corrections, because we need to use degenerate PT instead of non-degenerate
PT here, of course.
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17 Tunnelling, Time-Dependent Perturbation Theory

17.1 Review of WKB

We can solve tunnelling for arbitrary potentials U(x) using WKB. We will derive this formula and discuss
when it is justified.

te

Figure 17.1: Using WKB to study quantum mechanical tunnelling. We have a particle incoming from the
left in a classically allowed region, where the wavefunction is sinusoidal (ψI). In the classically forbidden
region, the amplitude of the wavefunction exponentially decays (ψI I). Finally, after the barrier, the wave-
function is again sinusoidal (ψI I I), but the amplitude is down exponentially from the wavefunction in the
first region. We can use WKB and the connection formulas to obtain the approximate wavefunctions in
each region, and find the transmission coefficient.

Previously, we discussed getting the energy for an arbitrary potential:

te

Figure 17.2: Last time, we found the energies of the Harmonic oscillator (quadratic potential) using the
WKB approximation.

We considered carrying out the integral (classically):
ˆ a

−a

pdx
h̄

= π(n +
1
2
) (17.1)
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Where p2/2m = E − U(x).
If we compare Fig. ?? and Fig. 17.2, we can see in a hand-wavey way that we “flip” the potential

between the two cases.

17.2 Tunneling Derivation

Using the WKB approximation, we can write the wavefunction in the three regions of Fig. ?? as:

ψI I I =
C√

p
ei
´ x

b
p(x′)dx′

h̄ + iπ
4 (17.2)

ψI I =
C√

p
e+
´ b

x
pdx′

h̄ +
C√

p
e−
´ b

x
p(x′)dx′

h̄ =
C√

p
e

pdx′
h̄ (17.3)

We discard the second term in the above ψI I which is exponentially small, as the WKB approximation
cannot recover exponentially small pieces. We are using the connection formula we derived previously to
conclude that the Cs are the same in the two formulas. We then write:

ψI I =
C√

p
e+
´ b

a
pdx′

h̄ e−
´ x

a
pdx′

h̄ = Ce
´ b

a
pdx′

h̄
1√
p

e−
´ x

a
pdx′

h̄ (17.4)

The minus sign in the exponential means that the incoming particle from the right exponentially decays in
the I I region. In I, I I I the wavefunctions will be oscillatory. The question then becomes how much does
the amplitude decrease between the two regions. Writing down the wavefunction in region I:

ψI =
D√

p

[
e+i
´ x

a
p(x′)dx′

h̄ + iπ
4 + e−i

´ x
a

p(x′)dx′
h̄ − iπ

4

]
(17.5)

The transmission coefficient is:

T =
|C|2
|D|2 = e−2

´ b
a

p(x′)dx′
h̄ (17.6)

The reflection coefficient cannot actually be restored/computed using the WKB calculation, because we
have discarded the exponentially supressed part in ψI I . However, we can in general say R = 1 − T.

When is the above formula is justified? When we have a highly excited state. Mathematically, this is
when: ˆ b

a

pdx′

h̄
≫ 1. (17.7)

or when:
T ≪ 1. (17.8)

I.e. the transmission is very small. The WKB approximation fails when E ≈ U, i.e. when the energy of the
incoming particle is close to the height of the potential well. In this case there would not be a significant
decay of the wavefunction inside of the well.

We will explore this on Q3 of the HW3.

17.3 Motivating Time-Dependent Perturbation Theory

Up until this point, we had a time-independent Hamiltonian H, and we could express the time evolution
of an arbitrary state ψ(x, t) as:

ψ(x, t) = ∑
n

cnψne−i Ent
h̄ (17.9)

and if we had an eigenstate, there would be no time-evolution whatsoever. Of course this is not what
happens in real life; a highly excited hydrogen atom state does not stay in this same state forever. We
require the study of time-dependent perturbations for this, so let us begin.
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17.4 Developing Time-Dependent Perturbation Theory

We consider a two-level system with Hamiltonian H(0) with eigenstates |ψa⟩, |ψb⟩ such that:

H(0)|ψa⟩ = Ea|ψa⟩, H(0)|ψb⟩ = Eb|ψb⟩ (17.10)

⟨ψa|ψb = δab (17.11)

and the evolution of a general state was given by:

|ψ(t)⟩ = ca|ψa⟩e−i Eat
h̄ + cb|ψb⟩e−i Ebt

h̄ . (17.12)

Now we consider some time-dependent perturbation H′(t), and we ask what the transition probability is.
Let us try to figure it out. The total Hamiltonian is:

H = H(0) + H′(t) (17.13)

so we can write down the Schrodinger equation:

ih̄
∂|ψ⟩

∂t
= H|ψ⟩ (17.14)

Therefore evaluating the LHS for |ψ(t)⟩ as in Eq. (17.12) we have:

ih̄
∂|ψ(t)⟩

∂t

= ih̄ċa|ψa⟩e−i Eat
h̄ + ih̄ca

(
−i

Ea

h̄

)
|ψa⟩e−i Eat

h̄

+ ih̄ċb|ψb⟩e−i Ebt
h̄ + ih̄cb

(
−i

Eb
h̄

)
|ψb⟩e−i Ebt

h̄

(17.15)

Evaluating the RHS we then have:

H|ψ(t)⟩

= caEa|ψa⟩e−i Eat
h̄ + cbEb|ψb⟩e−i Ebt

h̄

+ H′ca|ψa⟩e−i Eat
h̄ + H′cb|ψb⟩e−i Ebt

h̄

(17.16)

We can cancel out the terms of the above that come from the SE with the time-independent Hamiltonian
H (i.e. the second column of terms on the LHS and the first row of terms on the RHS). Now, multiplying
both sides on the right with ⟨ψa| and using orthogonality, we find:

ih̄ċa = ca⟨ψa|H′(t)|ψa⟩+ ⟨ψa|H′(t)|ψb⟩cbe−i Eb−Ea
h̄ t (17.17)

and analogously for ⟨ψb|:

ih̄ċb = cb⟨ψb|H′(t)|ψb⟩+ ⟨ψb|H′(t)|ψa⟩cae−i Ea−Eb
h̄ t (17.18)

So far we have not done anything approximate; everything has been analytic. We now make our first
simplification; we consider:

⟨ψa|H′(t)|ψa⟩ = ⟨ψb|H′(t)|ψb⟩ = 0. (17.19)

62



as we are only interested in the transitions between the states (but it is trivial to generalize this to the case
where the above are nonzero). With this our formulas simplify:

ċa =
−i
h̄

cb⟨ψa|H′(t)|ψb⟩e−iωt

ċb =
−i
h̄

ca⟨ψb|H′(t)|ψa⟩eiωt
(17.20)

where ω = Eb−Ea
h̄ . But note we have not made any assumptions about the weakness of our potentials, or

anything like that. Note that solving the above formula is in general quite difficult to solve; so we will
develop PT techniques for it.
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18 Time-Dependent Perturbation Theory

Let us review what we did last class (and not just the formula, but when the formula applies!) We had
the Hamiltonian:

H = H0 + H′(t). (18.1)

In QM up until this point, the eigenstates H0 were totally stable/stationary in time. But of course in nature
this is not what happens; we have transitions of states. This is why we start to think about time-dependent
Hamiltonians. We derived:

ċa = − i
h̄

cb⟨ψa|H′|ψb⟩e−iωt

ċb = − i
h̄

ca⟨ψb|H′|ψa⟩eiωt
(18.2)

with:
ω =

Eb − Ea

h̄
. (18.3)

The only simplification that went into this was ⟨ψa|H′|ψb⟩ = 0 (but this is harmless and we could do
without it). Up until this point, we have made no assumptions. But let us enforce some now.

18.1 First-Order Time-Dependent Perturbation Theory

Let us assume ca(t = 0) = 1 and cb(t = 0) = 0 (though we can make an arbitrary choice of initial
conditions). Now, we make an assumption that cb = 0 and ca = 1 in the above formula (i.e. in the above
formulas we assume that the cb/ca on the RHS are not time dependent). We can then proceed to discuss
corrections to this formula, but this involves higher orders of perturbation theory. The only differential
equation we need to solve under this approximation is:

ċb = − i
h̄
⟨ψb|H′(t)|ψa⟩eiωt (18.4)

Which has solution:

cb(t) = − i
h̄

ˆ t

0
dt′eiωt′⟨ψb|H′(t′)|ψa⟩ (18.5)

The probability to find the state in the b state is then nothing but:

Pb(t) =
1
h̄2

∣∣∣∣∣
ˆ t

0
dt′eiωt′⟨ψb|H′(t′)|ψa⟩

∣∣∣∣∣
2

(18.6)

18.2 Second-Order Time-Dependent Perturbation Theory

To second order, we consider plugging our first-order solution for cb(t) back into the ca(t) equation, so:

dca

dt
= − i

h̄
⟨ψa|H′(t)|ψb⟩e−iωt

(
− i

h̄

) ˆ t

0
dt′eiωt′⟨ψb|H′(t′)|ψa⟩ (18.7)

and so:

ca(t) = − 1
h̄2

ˆ t

0
dt′e−iωt′⟨ψa|H′(t′)|ψb⟩

ˆ t′

0
dt′′eiωt′′⟨ψb|H′(t′′)|ψa⟩ (18.8)

The third order perturbation theory (and higher orders) follow by continuing to iterate as we have done
above (solve for the coefficients at a lower order, then plug them back into the differential equation and
solve). Formally, the full perturbative expansion can be written down as a Dyson series. But often the
lower order terms are sufficient to probe interesting physical effects.
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18.3 Example: Exponentially Decaying Electric Field Pulse

We consider a electric field with temporal profile:

E(t) = E0e−t2/τ2
(18.9)

so our perturbing Hamiltonian is:
H′(t) = −eE0e−t2/τ2

z (18.10)
 

E

t

Figure 18.1: Sketch of the gaussian pulse of the electric field.

We suppose that our state starts in the |100⟩ state. We want to determine the transition probability to
|n ̸= 0, l = 1, m = 0⟩ We recall from our selection rules that:

⟨nlm|z|100⟩ ̸= 0 (18.11)

in the case where l = 1 (different parity) and m = 0 (same magnetic quantum number). Using our
first-order perturbation theory result. then find the transition coefficient of:

cb(t = ∞) = − i
h̄

ˆ ∞

−∞
dt′eiωt′ e−t′2/τ2

(−eE0 ⟨z⟩) (18.12)

Where ⟨z⟩ ∼ aB. To compute the integral in the above, we complete the square:

ˆ ∞

−∞
dt′eiωt′ e−t′2/τ2

=

ˆ ∞

−∞
dt′e

1
−τ2

(
t′− iτ2ω

2

)2

e
1

τ2

(
iτ2ω

2

)2

=
√

πτ2e−
τ2ω2

4 (18.13)

where we have evaluated the integral by considering that it is nothing but the famous Gaussian. And so
we find:

|cb|2 =
πτ2

h̄2 e−
τ2ω2

2 |⟨nlm|z|100⟩|2 (18.14)

The latter coefficient we can say is a2
B by dimensional consideration; we don’t care that much about it:

|cb|2 =
πτ2a2

B

h̄2 e−
τ2ω2

2 (18.15)

Note that all of this was justified if:
|cb|2 ≪ 1 (18.16)

There are two cases of interest:
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1. ωτ ≫ 1; i.e. the adiabatic approximation, where the external field changes very slowly. In this
limit, this has no chance of actually causing a transition. We can see this from the formula but also
physical intuition; the quickly changing degrees of freedom of the systems change must faster than
the perturbation. As an example, atoms don’t care about the (comparitively much slower) expansion
of the universe! In this case, we have:

Pa→b(t = ∞) ∼ e−τ2ω2 ≪ 1 (18.17)

2. ωτ ≪ 1; i.e. an instantaneous perturbation/a very short pulse. In this case, we have that the
exponential term can be neglected (it is close to one) and so:

Pa→b ∼ |πτ2e2E2
0a2|h̄2 ≪ 1 (18.18)

And from the ωτ ≪ 1 condition we can write:

Pa→b ∼ |πτ2e2E2
0a2|h̄2 ≪ πe2E2

0a2

h̄2ω2
=

πe2E2
0a2

(Ea − Eb)2 (18.19)

where in the last equality we invoke the definition of ω. Let’s look at the physical meaning of this
last expression:

|eE0a|
Ea − Eb

≪ 1 (18.20)

and so:
E0 ≪ 10eV

e10−8cm
= 109V cm−1 (18.21)

which is justified. We also note that the transition is most likely when the pulse timescale is on the
same order as the frequency timescale (might have got this wrong - didn’t quite follow).

We will not discuss instantaneous perturbation theory much further. Usually, the way it is treated that
you have one Hamiltonian and then at some time you turn on a new Hamiltonian suddenly. The system
then does not have time to adjust to the new Hamiltonian, so you can expand the old state in terms of the
new ones etc... There are many physical examples (e.g. β-decay).

We will however explore the adiabatic approximation much further. There are many interesting impli-
cations here for condensed matter such as Berry phase, topological phases etc.

Next class, we discuss perturbation theory for the case when we have a periodic potential. After this,
we discuss how to compute transitions.
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19 Time-Dependent Perturbation Theory II

We had eigenstates |ψa⟩, |ψb⟩ of a two-level system, with ca(t = 0) = 1, cb(t = 0) = 0. We then calculated
(to first order in perturbation theory):

cb(t) = − i
h̄

ˆ t

0
dt′eiω0t′⟨ψb|H′|ψa⟩ (19.1)

where ω0 = Eb−Ea
h̄ . The transition probability was:

Pb(t) = |cb(t)|2 (19.2)

and the perturbation theory was valid whenever |cb(t)|2 ≪ 1.

19.1 Periodic Perturbation and Fermi’s Golden Rule

We consider a periodic perturbation of the form:

H′ = V(r)2 cos(ωt) = V(r)
[
eiωt + e−iωt

]
(19.3)

this is an absolutely crucial kind of perturbation; there are many periodic phenomena in physics, and even
when not periodic, we can always Fourier transform and look at individual frequencies. A notational point
that ω0 is the energy splitting of the two level system, and ω is an external parameter. We can immediately
substitute this into the formula and find:

cb(t) = Vba

(
− i

h̄

)[ˆ t

0
dt′e−iωt′ eiω0t + eiωt′ eiω0t

]
(19.4)

where Vba = ⟨ψb|V(r)|ψa⟩. The computation is simple:

cb(t) = −Vba
h̄

[
eiω0+ωt
ω0 + ω

+
ei(ω0−ω)t

ωi − ω

]
(19.5)

The first term corresponds to spontaneous absorption and the second spontaneous emission. Let us
assume that |ω0 − ω| ≪ ω0 so we only consider the second term. We then find:

cb(t) =
Vba
h̄

ei ω0−ω
2 t

ω0 − ω

[
2i sin(

ω0 − ω

2
t)
]

(19.6)

where we have used the identity eiα − 1 = ei α
2

(
ei α

2 − e−i α
2

)
= ei α

2 2i sin( α
2 ) = −2ei α

2 sin( α
2 ). The probability

is then:

|cb(t)|2 =
4|Vba|2

h̄2(ω0 − ω)2
sin2

(
ω0 − ω

2
t
)

(19.7)

so the probability is seen to oscillate in time. We now make a mathematical claim:

lim
t→∞

sin2(αt)
πtα2 = δ(α) (19.8)

with α = ω0−ω
2 in our case. This limit is of interest as generally the timescale of experiments is much

longer than the rapid fluctuations in the quantum systems. We now prove this. If α ̸= 0, then:

lim
t→∞

sin2(αt)
πtα2 = 0 (19.9)
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as |sin2(αt)| ≤ 1 and 1
t → 0. If α → 0, then:

lim
t→∞

lim
α→0

sin2(αt)
πtα2 = lim

t→∞
lim
α→0

(αt)2

πtα2 = lim
t→∞

lim
α→0

t
π

= lim
t→∞

t
π

= ∞. (19.10)

We now consider: ˆ ∞

−∞

sin2(αt)
πt2α2 d(αt) =

ˆ ∞

−∞

sin2 η

πη2 dη =
1
π

· π = 1. (19.11)

so our function is indeed the delta function δ(α).
So:

Pb(t) =
|Vba|2

h̄2

(
sin2 αt
πtα2

)
πt t→∞−→ |Vba|2

h̄2 πtδ(
ω0 − ω

2
) (19.12)

now using the identity δ(αx) = δ(x)
|a| we have:

Pb(t) =
|Vba|2

h̄
2πtδ(Eb − Ea − h̄ω) (19.13)

The probability per unit time is:
dW
dt

=
2π

h̄
|Vba|2δ(Eb − Ea − h̄ω) (19.14)

which is Fermi’s golden rule.
The missing part is degeneracy. The rate of events is:

R =

ˆ
dW
dt

d3 pd3x
(2πh̄)3 =

ˆ
2π

h̄
|Vba|2δ(E f − Ei + h̄ω) · d3 pd3x

(2πh̄)3 (19.15)

(using that δ(−x) = δ(x)). We have a number of states term on the right, which we derived from WKB.´
d3x can be taken to be the volume V, and d3 p can taken to be:

d3 p = h̄3d3k = h̄3k2dkdΩ =
h̄3ω2dω

c3 dΩ =
h̄3ω3d(ωh)

c3h̄
dΩ (19.16)

We now substitute this in, integrating out the delta function:

dR =
2π

h̄
|Vab|2

Vh̄2ω2

(2πh̄)3c3 dΩ

=
ω2

(2π)2
dΩ
h̄c3 |Vba|2V

(19.17)

where the above is the rate per unit angle. But often the d is dropped and this is just written as R.
We have yet to compute |Vab|2, which is the most difficult part. Writing down the Hamiltonian:

Ĥ =

(
p̂ + e

c Â
)2

2m
(19.18)

where we have set the charge q = −e. Next class we discuss the interactions between Â and p̂ = −ih̄∇,
and derive different transitions. Interestingly, we will reproduce the dipole transitions we have seen in
classical physics.
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20 Spontaneous Emission I

The most important formula we derived last class is Fermi’s golden rule, which reads:

dW
dt

=
2π

h̄
|Vba|2δ(E f − Ei)

d3 pd3x
(2πh̄)3 (20.1)

We consider d3 pd3x
(2πh̄)3 =

dN
dE

dE and then we integrate with respect to energy to remove the delta function.

20.1 Deriving Transitions

Now, we want to discuss the difficult matrix element part. We have the coupling Hamiltonian:

H =

(
p + e

c A
)2

2m
=

p2

2m
+

e
2mc

(A · p + p · A) +O(A2) (20.2)

We use the Coloumb gauge ∇ · A = 0. Note this is a different gauge from what you may see in quantum
field theory, where we choose Lorentz invariant Gauges. This choice of Gauge allows us to simplify:

H =
p2

2m
+

e
2mc

(2p · a) (20.3)

The potential is then:

V(r) =
e

mc
p · A (20.4)

We have the vector potential:
A = A0(r)e−iωt + h.c. (20.5)

where h.c. denotes the Hermitian conjugate of the first term. We consider:

A0 = A0ϵeik·r (20.6)

where ϵ is the polarization. We have split the plane wave into a spatial (eik·r) and time (e−iωt) piece.
Now we will cheat3. In quantum mechanics, we never ever discuss the creation or annhilation of states.

The number of states is fixed. Technically we need quantum field theory to discuss such transitions; but
we take the semi-classical approach followed in Goswami.

We also consider the EM Hamiltonian:

HEM =
1

8π

(
E2 + B2

)
(20.7)

where we have written the above in Gaussian units (in SI, the terms would be ϵ0
2 E2 + 1

2µ0
B2). This has the

benefit of placing the electric and magnetic fields on equal footing (same energy). We therefore compute
the electric and magnetic fields in our Gauge:

E = −1
c

∂A
∂t

=
iω
c

A0ϵe−i(ωt−k·r) + h.c. (20.8)

B = ∇× A = i(k × ϵ)A0e−i(ωt−k·r) + h.c. (20.9)

Now the cheating enters. We say that:
ˆ

HEMd3x = h̄ω (20.10)

3“I am an honest man, but now I am cheating” - Ariel 2022
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everything is classical on the LHS, but the RHS is quantum. Our normalization is that the plane wave in
the entire volume is normalized to a single photon with frequency ω. The proper way to do it (in quantum
field theory) is to quantize the electric field, but we shortcut. Computing the integral:

ˆ
HEMd3x =

2
8π

(
ω2

c2 |A0|2 + (k × ϵ0)
∗ · (k × ϵ0) |A0|2

)
d3x (20.11)

We compute the dot product as:

(k × ϵ0)
∗ · (k × ϵ0) = k2|ϵ|2 − (k · ϵ)(h.c.)∗ (20.12)

Now note that k · ϵ = 0 as k · A ∼ ∇ · A = 0. And so:

(k × ϵ0)
∗ · (k × ϵ0) =

(
ω

c

)2
(20.13)

so the integral becomes:

ˆ
HEMd3x =

2
8π

B|A0|2
(

ω2

c2

)
2 =

V|A0|2
2πc2 ω2 = h̄ω (20.14)

We therefore conclude:

|A0|2 =
2πc2h̄

ωV
(20.15)

Now let’s look at the coupling part of the problem:

V(r) =
e

mc
p · A =

e
mc

√
2πc2h̄

ωV
ϵe−ik·r · p (20.16)

We now compute the matrix elements:

⟨ψa|ϵ · pe−ik·r|ψb⟩
(

e
mc

)√
2πh̄c2

ωV
(20.17)

We then consider that:

|Vab|2
d3 pd3x
(2πh̄)3 → dN

dE
dE|Vab|2 ∼ V

V
(20.18)

so we see that the volume drops out! After this we can just ignore the volume entirely, now we have seen
how it precisely drops out.

We already discussed how ϵ · k = 0. Suppose k = ω
c (0, 0, ẑ). We have multiple options for polariza-

tions. We have ϵx = (1, 0, 0), ϵy = (0, 1, 0), and we can also take linear combinations, e.g. the circular
polarizations ϵ+ = 1√

2
(1, i, 0), ϵ− = 1√

2
(1,−i, 0). We call ϵ+ right handed and ϵ− left handed. In particle

physics/condensed matter, we say that it is right or left handed from the perspective of the detector. To
see this:

E = (x̂ + iŷ)e−i(ωt+ikz) + h.c. ∼ x̂ cos(ωt − kz) + ŷ sin(ωt − kz) (20.19)

and one can see that the wave rotates to the right, following the peak.
Let us write down the formula with everything discussed:

dW
dt

=

ˆ
∑
λ

(
2π

h̄

)(
e

mc

)(√
2πh̄c2

ωV

)2 ∣∣∣⟨ f |e−ik·rϵ · p|i⟩
∣∣∣2 δ(E+ − E−)

d3 pV
(2πh̄)3 (20.20)
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Figure 20.1: We have two polarization vectors ϵ1, ϵ2 that are perpendicular to the direction of propogation
k. We may take superpositions of these to construct (e.g.) circular polarized light.

where ∑λ is the sum over polarizations. We will cheat one more time and borrow something from QFT.
We expand in a sum over modes:

A = ∑
λ,k

√
2πh̄c2

ωV

[
ϵλ

ke−i(ωt−k·r)ak,λ + ϵ∗λ
k ei(ωt−k·r)a†

k,λ

]
(20.21)

where we have replaced the coefficients (numbers) ak,˘/a∗k,˘ with operators ak/a†
k which annihilate/create

photons respectively. In the diagonal form we may write:

H = ∑
k

h̄ω

(
a†

kak +
1
2

)
(20.22)

(there are deep hidden things here... e.g. the above energy is infinite because of the + 1
2 - this puzzled

physicists indeed. Related to things like Caismir effect).
We therefore consider the creation of a single photon to consider ⟨γ|a†

k,λ|0⟩ = 1. What remains is to

evaluate
∣∣∣⟨ f |e−ik·rϵ · p|i⟩

∣∣∣2 = 1.

kab ∼ 10−3, then kaB ∼ h̄ω
me2c = e2

h̄c = α where we take h̄ω to be a Rydberg. Why we use perturbation
theory in α is because it is small. We will do a multiple expansion in α to determine transitions. We will
do this next way and formulate selection rules.
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21 Spontaneous Emission II

We derived the formula for the probablity per unit time:

dW
dt

= ∑
λ

1
2πh̄c3

(
e
m

)2
ω|⟨ f |ϵλ · p|i⟩|2dΩ (21.1)

21.1 Finishing the Rate Calculation

We now do the computation of the matrix element. Note that the polarization does not influence the
matrix element at all, so:

⟨ f |ϵλ · p|i⟩ = ϵλ · ⟨ f |p|i⟩ (21.2)

We consider the Hamiltonian:

H0 =
p2

2m
− e2

r
(21.3)

Then the commutator of H0 with position is:

[H0, xj] = [
pi pi
2m

, xj] =
pi

2m
[pi, xj]2 = −2pi

2m

(
−ih̄δij

)
=

ih̄
m

pj (21.4)

Now let us represent:

pj =
m
h̄i
[H0, xj] (21.5)

So substituting this into our rate:

dW
dt

= ∑
λ

1
2πh̄c3

(
e
m

)2
ω

(
m
h̄

)2
|ϵλ · ⟨ f |[H0, xi]|i⟩|2dΩ (21.6)

this commutator is very easy, as it just gives an energy difference:

dW
dt

= ∑
λ

1
2πh̄c3

(
e
m

)2
ω

(
m
h̄

)2
|ϵλ · (E f − Ei)⟨ f |x|i⟩|2dΩ

= ∑
λ

1
2πh̄2c3

e2ω3|ϵλ · ⟨ f |x|i⟩|2dΩ

= ∑
λ

e2ω

2πh̄c
|ϵλ⟨ f |x|i⟩k|2

(21.7)

We estimate kx ∼ ω
c aB ∼ α ≪ 1. So:

dW
dt

= ∑
λ

α

2π
ω|ϵλ · |k|⟨ f |x|i⟩|2 = ∑

λ

1
2π

ω

h̄c
|ϵλ · |k|⟨ f |xe|i⟩|2 (21.8)

Where xe is the dipole moment operator - so these are electric dipole transitions!

21.2 Estimating and Justifying Electric Dipole Transistions

Since kaB ∼ ω
c aB ∼ α, then:

dW
dt

∼ α

2π
ωα2 ∼ α3

2π
ω (21.9)
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Note that to check if the PT is justified, we check that our parameters are small when compared to the
characteristic fluctuation time of the system:

dW
dt

1
ω

∼ α3 ≪ 1 (21.10)

this is indeed the case so it is justified. We are discussing UV light typically here, so a typical rate (with
α3

2π ∼ 10−7, ω ∼ 10eV
h̄ with h̄ = 6.6 × 10−16eVs:

dW
dt

∼ α3

2π
ω ∼ 10−7 10eV

6.6 × 10−16eVs
∼ 109s−1. (21.11)

So, we have a billion transitions per second.

21.3 Computing the Electric Dipole Transition

We use some common tricks used by HEP folkks to carry out the formal calculation. The polarization is
very irritating, as there are two polarizations per direction of propogation, and then we integrate over all
angles... very messy.

∑
λ

ϵλ
i ϵλ

j (n) = Aδij + Bninj (21.12)

since we sum over polarizations, the information about it disappears. We only end up with a δij and the
product of photon momentum. There is nothing else in my life :(

Now we consider some conditions to evaluate what A, B are. Let us multiply both sides by δij. Since
|ϵ|2 = 1 (as the polarizations are unit vectors) we end up with:

2 = 3A + B (21.13)

If we multiply both sides by ninj, using that ϵ · k = 0, the LHS vanishes and so:

0 = A + B (21.14)

Therefore:
A = 1, B = −1 (21.15)

and so:
∑
λ

ϵλ
i ϵλ

j (n) = δij − ninj (21.16)

The probability per unit time after summing over all polarizations is then:

dW
dt

=
α

2π
ω|k|2

[
⟨ f |xi|i⟩⟨i|xj| f ⟩

]
(δij − ninj)dΩ (21.17)

This integral over all angles is something we have already done:
ˆ
(δij − ninj)dΩ = δij4π − 1

3
δij4π = δij

(
4π − 4π

3

)
(21.18)

Thus (after integrating):
dW
dt

=
α

2π
ω|k|2

[
⟨ f |xj|i⟩⟨i|xj| f ⟩

] 8π

3
(21.19)

And just playing with the constants:

dW
dt

=
4
3

ω

h̄c

(
ω

c

)2
|⟨ f |d|i⟩|2 (21.20)
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with d = ex the dipole operator. Phrasing this in terms of intensity (from classical physics) we have:

d I
dt

= E
dW
dt

= h̄ω
dW
dt

=
4
3

ω4

c3 |⟨ f |d|i⟩|2 (21.21)

when we have a dipole oscillating as d ∼ eiωtd0 (so d̈ = ω2d0), we can then represent:

d I
dt

=
4
3

1
c3 |⟨ f |d̈|i⟩|2 (21.22)

If we then identify ⟨ f |d|i⟩ as dclassical we see that we have the exact same formula as we would derive in
classical physics (where we would integrate the poynting vector over a sphere).

21.4 Selection Rules

Previously when discussing the Stark effect we derived ⟨ f |z|i⟩. Noticing that [Lz, z] = 0, then:

⟨l′, m′|Lzz − zLz|l, m⟩ = 0 (21.23)

so:
(m′ − m)⟨l′, m′|z|l, m⟩. (21.24)

So the matrix element vanishes unless m = m′. Now we generalize this to x± iy. We have that [Lz, x± iy] =
±(x ± iy). Going through the same steps:

⟨l′, m′|Lz(x + iy)− (x + iy)Lz|l, m⟩ = ⟨l′, m′|x + iy|l, m⟩ (21.25)

so:
(m′ − m − 1)⟨l′, m′|x + iy|l, m⟩ = 0. (21.26)

So m′ = m + 1. Of course the l′ = l ± 1 selection rule also holds.
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22 The Adiabatic Approximation

22.1 Motivation

We consider the effect of slow perturbations on a quantum system; for example, if ω is a typical timescale
for a quantum system and τ is the width of a Gaussian pulse, we consider the limit ωτ ≫ 1.

We will see that there are interesting physical effects coming from such slow perturbations, namely
ψn(t) → eiγn(t) where γn(t) is the geometrical phase, or Berry’s phase when t = T the period of the
system. We will learn how to compute this phase (and we will see it is a physical observable). This has
interesting connections with topology we do not get into here. This topic is discussed in Griffiths 11.5.2
3rd edition, or 10.1.2 2nd edition - but the discussion in the 2nd edition is much better.

22.2 Dynamical and Geometric Phases

We take the Schrodinger equation as our starting point; stationary states satisfy:

Hψn = Enψn (22.1)

with the time evolution just a phase factor:

ψn(t) = e−
iEnt

h̄ ψn(0) (22.2)

We consider adiabatic changes to the above Hamiltonian H → H(t); we would normally ignore such
slow changes, but there are some cases in which it cannot be neglected. With this the SE becomes (for an
arbitrary state ψ):

ih̄
∂ψ

∂t
= H(t)ψ(t) (22.3)

Let us expand out ψ in terms of the eigenstates to determine the time-evolution:

ψ(t) = ∑
n

cn(t)ψn(t)eiθn(t). (22.4)

where θn(t) is the dynamical phase. In the case where H is time-independent, cn(t) = cn(0) = ⟨ψn|ψ(0)⟩
and θn(t) = − En

h̄ t. In general however this phase is given by an integral:

θn(t) = −1
h̄

ˆ t

0
En(t′)dt′. (22.5)

We note the analogy with WKB, where:

e−i p
h̄ x → e−i

´ x p(x′)dx′
h̄ (22.6)

where the expression on the left is for a constant p and the expression on the right is for a varying p. We
now have a varying energy, and hence write:

e−i En
h̄ t → e−i

´ t En(t′)dt′
h̄ (22.7)

Substituting in our expansion for ψ into the Schrodinger equation:

ih̄ ∑
n

[
ċnψn + cnψ̇n + icnψn θ̇

]
eiθnt = ∑

n
cn(Hψn)eiθn(t) (22.8)

But using that θ̇ = −En/h̄ and Hψn = Enψn, the third term on the LHS and the RHS cancel, which leaves
us with:

∑
n

ċnψn = −∑
n

cnψ̇n (22.9)
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Now, multiply by ⟨ψn| on both sides. Assuming the time-dependence is small (the adiabatic approxima-
tion)! We can assume that the overlap of ⟨ψn|ψ̇m can be neglected for n ̸= m. With this we obtain:

ċn = −⟨ψn|ψ̇n⟩cn (22.10)

Which we can rewrite as:
cn(t) = cn(0)e−iγn(t) (22.11)

where γn(t) is the geometrical phase:

γn = i
ˆ t

0
⟨ψn(t′)|

∂

∂t′
ψn(t′)⟩dt′. (22.12)

And so the full wavefunction can be written as:

ψn(t) = eiθn(t)+iγn(t)ψn(t) (22.13)

where θn(t) is the dynamical phase, and γn(t) is the geometric phase (which will give rise to Berry’s
phase, when we consider γn(T) for a system that returns to its original form after a period T). This is our
result from this section - it says that under an adiabatic evolution, the state stays in the same eigenstate,
picking up only phase factors. Adiabatic Hamiltonians cannot cause transitions.

22.3 Example: Precessing B-field

As a concrete example, consider an electron (spin-1/2 particle) under the influence of a magnetic field B
which has fixed magnitude, but precesses around the z-axis at constant polar angle α and frequency ω.

n(t)
α

1
Figure 22.1: We consider an electron under the influence of a precessing magnetic field, which is at angle
α to the z-axis. The polarization of the eigenspinor is also seen to precess in time.

The eigenspinor corresponding to the Hamiltonian is:

ψ =

(
cos α

2
sin α

2 eiωt

)
(22.14)

which we observe is just (of course) the eigenspinor of Sn̂, the spin operator in the direction n̂ (which here
is the direction of the magnetic field). The time derivative is then:

∂ψ

∂t
=

(
0

iω sin α
2 eiωt

)
(22.15)

and so:
⟨ψ|∂ψ

∂t
⟩ = iω sin2 α

2
(22.16)
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So then the geometric phase at time t is:

γn(t) =
ˆ t

0
⟨ψ|∂ψ

∂t′
⟩dt′ = −ω sin2 α

t
t (22.17)

so after one period t = T = 2π
ω when the B-field returns to its original position at time 0:

γn(T) = −2π sin2 α

2
= π(cos α − 1) (22.18)

where we use sin2 α
2 = 1−cos α

2 in the last equality. We note two results here; first, there is a non-zero phase
accrued when the system returns to its original configuration. Second, this phase does not depend at all
on the speed of the time-dependent Hamiltonian (there is no dependence on ω).

22.4 N-Dimensional Configuation Space

Consider now N-dimensional configuration space, where N = (R1, . . . RN). We then see by the chain rule
that:

∂ψn

∂t
= ∑

i

∂ψn

∂Ri

∂Ri
∂t

= ∇Rψn
∂R
∂t

(22.19)

So computing the geometrical phase at time t:

γn(t) = i
ˆ t

0
⟨ψn|

∂ψn(t′)
∂t′

⟩dt′ = i
ˆ R f

Ri

⟨ψn|∇ψn⟩dR (22.20)

If the Hamiltonian returns to its original form after time T, we can write the net geometric phase change
as a loop integral:

γ(T) = i
˛
⟨ψn|∇Rψn⟩ · dR (22.21)

which is our general formula for Berry’s phase.
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23 The Adiabatic Approximation II

23.1 Analogy with Magnetic Fields

We found a formula for Berry’s Phase last class to be written in terms of an integral over configuration
space:

γ(T) = i
˛
⟨ψn|∇Rψn⟩ · dR (23.1)

We can rewrite this as:
γ =

˛
A · dR (23.2)

where A = i⟨ψ|∇R|ψ⟩. The choice of symbol here is elucidated in the case where we consider a 3-
dimensional configurational space, where the Berry’s phase formula is reminiscent of the flux from a
magnetic field B:

γ =

˛
A · dr =

ˆ
S
(∇× A) · da =

ˆ
B · da (23.3)

where we have used Stoke’s theorem to convert from a loop/line integral of A to a surface integral of the
curl of A, and then identified B = ∇× A. Thus, we can consider Berry’s phase to be the “magnetic flux”
resulting from the magnetic field/Berry’s curvature B = ∇× A.

23.2 Example - Spin-1/2 in B-field

In the previous section we discussed how the Berry’s phase looks like the flux of a “magnetic field”
B = ∇× A = ∇× (i⟨ψ|∇R|ψ⟩). In the case where we actually have a real magnetic field, this analogy
makes the calculation of the Berry’s phase quite simple. In the previous section we considered the Berry’s
phase resulting from a magnetic field precessing around the z-axis at a fixed angle α. Let us now generalize
this to the case where the magnetic field sweeps out an arbitrary closed curve on the surface of a sphere
of radius r = B0.

 

Figure 23.1: We wish to calculate Berry’s phase for a magnetic field B that sweeps out an arbitrary closed
curve on a sphere.

To this end consider the spinor corresponding to a spin pointing in the direction of B(t):

χ+ =

(
cos( θ(t)

2 )t
eiφ(t) sin( θ(t)

2 )

)
. (23.4)
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with θ(t), φ(t) the polar and azimuthal angles at time t.
We wish to calculate the vector potential A corresponding to B. To thid end, consider the gradient of

χ+ in polar coordinates:

∇χ+ = r̂
∂

∂r
χ+ +

θ̂

r
∂

∂θ
χ+ +

φ̂

r sin θ

∂

∂φ
χ+ =

1
r

θ̂( − 1
2 sin( θ

2 )
1
2 eiφ cos( θ

2 )

)
+

φ̂

sin θ

(
0

eiφ sin( θ
2 )

) (23.5)

and so:

⟨χ+|∇χ+⟩ =
1
r
θ̂

[
−1

2
sin(

θ

2
) cos(

θ

2
) +

1
2

sin(
θ

2
) cos(

θ

2
)

]
+ i

φ̂

r sin θ
sin2(

θ

2
) = i

φ̂

r sin θ
sin2(

θ

2
) (23.6)

and so:

A = i⟨χ+|∇χ+⟩ = −φ̂
sin2( θ

2 )

r sin θ
(23.7)

Therefore recalling the Berry’s phase as:

γ =

˛
A · dR =

ˆ
B · da (23.8)

and calculating the magnetic field:

B = ∇× A = r̂
1

r sin θ

∂

∂θ

(
sin θAφ

)
= − r̂

r2
2 sin θ

2 cos θ
2

sin θ

1
2
= − r̂

r2
1
2

(23.9)

Which is the B-field of a magnetic monopole. Therefore computing Berry’s phase:

γ(T) =
ˆ

B · da =

ˆ
− 1

2r2 r2dΩ = −1
2

Ω (23.10)

where Ω is the solid angle subtended at the origin. We note that this is consistent with our example of the
precessing B-field from last class. We also note again that this result is not dependent at all on the speed
at which we move through configuration space.

23.3 Gauge Potentials in QM

In quantum mechanics (unlike in classical electromagnetism), Gauge potentials are physical. As a quick
recap, the Hamiltonian with magnetic field was given by:

H =
(p − e

c A)2

2m
(23.11)

where A is the Gauge potential. Under the Gauge transformation:

A′ = A +∇Λ (23.12)

the effect on the wavefunction is to induce a phase factor:

ψ′ = ei e
h̄c Λψ (23.13)

A clear demonstration of the physical effect of the Gauge potential is the Aharonov-Bohm effect.
Consider a solenoid of radius a, and we place an charge q on a bead of radius R that goes around the
solenoid.
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E

Figure 23.2: Setting of the Aharonov-Bohm effect - we consider a solenoid of radius a and a loop of radius
R on which sits a charge q. The solenoid extends in the ±ẑ directions.

The flux through the loop is Φ = πa2B. For r > a, the Gauge potential is:

Aφ =
Φ
2π

1
r
φ̂, Ar = 0 (23.14)

and so the magnetic field is:
B = ∇× A (23.15)

of which the z-component is:

Bz =
1
r

(
∂

∂r
(rAφ)−

∂Ar

∂φ

)
= 0 (23.16)

so for r > a, B = 0. For r ≤ a, we have:

Aφ =
Bπr2

2πa
=

r
2

Bφ̂, Bz =
1
r

(
∂

∂r
(r2B)

)
= B (23.17)

Returning back to r > a, we write:

Aφ =
Φ
2π

1
r
φ̂ =

Φ
r

∂

∂φ

(
φ

2π

)
(23.18)

From here on I totally lose the thread of what’s going on, so the notes become less coherent. When are we
allowed to say:

A = ∇Λ (23.19)

and hence under the Gauge transformation A′ = 0? The wavefunction is constrained to a single value.
Let us write out the Hamiltonian:

H =
1

2m

(
p − e

c
A
)2

=
1

2m

(
− ih̄

R
∂

∂φ
− e

c
Φ
2π

1
R

)2

=

(
− ih̄

R
il − eΦ

2πc
1
R

)
(23.20)

If we find the eigenvalues and eigenstates:

E =
h̄2

2mR2

(
l − eΦ

2πh̄c

)2
(23.21)
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which is very very stange; even though the particle is in a region where the fields are zero, nevertheless
the spectrum is affected!

If eΦ
2πh̄c = n ∈ ZZ, we can write teh above as:

E =
h̄2

2mR2 (l − n)2 (23.22)

if this condition is not satisfied, we cannot do a gauge transformation - we are not always allowed to

gauge transform in QM! (If we assume that we can do this Gauge transformation, then H = p2

2m with

pφ = ih̄
R

∂

∂φ
= lφ

R and H = 2mR2

l φ2 so E = l
2mR2 for l = 0, 1). The wavefunctions transform as:

ψ′ = ei e
h̄c Λ = ei e

h̄c

(
Φ
2π

)
. (23.23)

Notably - the phase difference manifests itself in the spectrum, and is observable
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24 The Aharonov-Bohm Effect, Scattering Intro

24.1 Review of the Argument - Vector Potentials are Physical in QM

Again, we want to explore the deep question of Gauge invariance in quantum mechanics. It is important
to understand how to do it incorrectly. We discussed the scenario where we had a solenoid of width a,
and with a charged particle q on a ring R around the solenoid. We have the Hamiltonian:

H =
1

2m

(
p − e

c
A
)2

(24.1)

note that outside the solenoid, the field is zero B = 0 but the Gauge potential is nonzero A ̸= 0. Under a
Gauge transformation:

A′ = A +∇Λ (24.2)

which induces the transformation on the wavefunction ψ′ = ei e
h̄c Λ(r)ψ.

There were two ways of solving this we could say there is always way of bringing A′ = 0 under a
Gauge transformation (and we could say we don’t care about the phase factor); then we get the simple
result:

El =
h̄2

2mR2 l2 (24.3)

This solution is WRONG!! If we solve the problem correctly with the Gauge potential, we find that the
spectrum is actually different:

El =
h̄2

2mR2

(
l − eΦ

2πh̄c

)2
(24.4)

(though so long as the flux is quantized, we recover the same result). But the conclusion is extremely,
extremely nontrivial. Even though there is no field at the location of the particle, the particle knows that
the solenoid is there! In QM not only is the B-field physical, but so is the vector potential A.

24.2 Quantization of Flux

We can explicitly write Λ(r) as the following:

Λ(r) =
ˆ r

0,Γ
A · dl (24.5)

where we integrate over the path. What went wrong with our first solution? We see that:

ei e
h̄c Λ(r) = ei e

h̄c
´ r

0,Γ A·dl (24.6)

If we take a complete cycle, the integral above is nothing but the flux:
˛

A · dl =
ˆ

B · da = Φ (24.7)

If the flux is quantized, we are not sensitive to it:

e
h̄c

Φ = 2πn (24.8)

as we then have e2πin = 1 and the phase vanishes. This is a famous formula in CM physics (if we take
e → 2e for type-II superconductivity).

One takeaway is we can make gauge transformation if the wavefunction is single valued. Otherwise,
we cannot.
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24.3 The Aharonov-Bohm Effect

Recall the two-slit experiment. If we don’t observe the electrons as they go through the slits, then we get
a diffraction pattern. If we do observe the electron as they go through the slits, this breaks the diffraction
pattern and we have two peaks at the same place as the slits.

We consider now placing a solenoid behind the two slits (as pictured below) such that the B-field never
touches the electrons. Does this have an effect on the interference pattern? Indeed, it does. Let us try to
understand why this is the case.

 

IET

His wall
Figure 24.1: Sketch of the A-B effect setup.

Our wavefunction along the first path is:

ψ1 = ψ0ei e
h̄c
´ r1

r0,Γ1
A·dr (24.9)

and along the second path:

ψ2 = ψ0ei e
h̄c
´ r1

r0,Γ2
A·dr (24.10)

What is the intensity at r1? We can superimpose the wavefunctions:

ψ1 + ψ2 = ei e
h̄c
´ r

r0,Γ1
A·dr

[
ψ0 + ψ0ei e

h̄c
´ r

r0,Γ2 e−i e
h̄c
´ r

r0,Γ1
A·dr

]
(24.11)

The second term we can write as a path integral around the closed loop:

ψ0ei e
h̄c
¸

Γ=Γ1+Γ2
A·dr

= ψ0ei e
h̄c Φ (24.12)

where the loop integral just gives the magnetic flux! Our superposition is therefore:

ψ1 + ψ2 = ψ0

[
1 + ei e

h̄c Φ
]

(24.13)

where we have neglected the global phase. Note that we have avoided the very hard computation of the
path integral over A by using Stoke’s theorem, rewriting this integral (in the case of a closed loop) as the
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total flux. This is a very interesting result! this is a topological phenomena (essentially - the difference ) -
if the solenoid is outside the loop, we see no effect, and if the solenoid if inside the loop, we do an effect!

Note - A is not physical in a literal sense, but the loop integral over it is, and it does impact physics!
See holonomy in math if you want the technical discussion. . .

Also note - this is a simple manifestation of the much more general Berry’s phase.
A final comment about magnetic monopoles. In classical electromagnetism, ∇ · B = 0 and there is

no magnetic monopoles. This can also be experimentally verified. Nevertheless, we search for them (and
Gordon Semenoff is part of a collaboration to search for them!)! It goes back to an old story by Dirac, who
says they do not exist in classical E&M but you find them in quantum. Dirac suggests that you have a
magnetic field, and then there is a string attached with a quantized flux e

h̄c Φ = 2πn. If I touch the string,
I can resolve the Maxwell equations. The total flux is zero because of the magnetic monpole inside and
the string outside, but it is integer and therefore not observable. This is a way that magnetic charge is
quantized - this is the famous Dirac quantization argument for magnetic monpoles. CM physicists discuss
magnetic monopoles all the time as well - however note these are monopoles in momentum-space.

24.4 Intro to Scattering - Elastic scattering

We start with an intuitive picture and then develop the theory precisely. Fermi’s golden rule tells us that:

dW
dt

=
2π

h̄
|Vf i|2δ[E f − Ei]

Vd3 p
(2πh̄)3 (24.14)

As we discussed in WKB, we compute the phase volume and get the number of quantum cells etc.
Now, we apply this to scattering. We have some initial state:

|ψi⟩ ∼= ei pi ·r
h̄

1√
V

e−i Eit
h̄ (24.15)

The final state is:

⟨ψ f | ∼= e−i
p f ·r

h̄
1√
V

ei
E f t

h̄ (24.16)

Note when we take the inner product we get the term:

ei
E f −Ei

h̄ t = eiωt (24.17)

Fermi’s Golden rule comes from this time-dependent part. The |Vi f |2 is the r dependent part -

⟨ψ f |V|ψi⟩ =
ˆ

d3re−i
p f ·r

h̄ ei pi ·r
h̄ Vint(r) (24.18)

with Vint the interaction potential. We therefore have the matrix elements:

Vf i =

ˆ
d3re−iq·rVint(r) (24.19)

where q =
p f −pi

h̄ s the momentum transfer. Vf i we note to be the Fourier transform of the original
potential! Let us integrate over all momentum of the final states, then:

dW
dt

=
2π

h̄
d3 p f

(2πh̄)3
V
V2 |Ũ(q)|2δ(E f − Ei) (24.20)

Where Ũ =
´

V(r)e−iq·r. We can actually do the integration here, as the delta function is easily evaluated
(we’ve already done it): ˆ

d3 p f δ(E f − Ei) =

ˆ
p2

f dp f dΩ f δ(
p2

f

2m
− p2

i
2m

) (24.21)
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We assume elastic scattering here, so p f = pi We can carry out this integral by considering:

intd3 p f δ(E f − Ei) =

ˆ p f

2
dp2

f δ(
p2

f

2m
− p2

i
2m

)dΩ =

ˆ
2m|pi|

2
dΩ f =

ˆ 2m|p f |
2

dΩ f (24.22)

so then:
dW
dt

=
2π

h̄
1

(2πh̄)

3 m|p f |dΩ f

V
|Ũ(q)|2 (24.23)

note that we have not done the normalization yet to make this a cross-section. We will consider this next
day.
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25 Scattering

We continue the scattering topic; let us start by writing down the formula we derived. We started with
Fermi’s golden rule, and got to:

dW
dt

=
2π

h̄
1

(2πh̄)2

m|pi|dΩ f

V
|Ũ(q)|2 (25.1)

where:
Ũ(q) =

ˆ
V(r)e−iq·rd3r (25.2)

where q =
p f −pi

h̄ . The only element from the interaction is in the Fourier transform. This is what is known
as the First Born approximation.

25.1 Cross-Section

The next step is the following - we define a probability divided by the current of the incoming flux:

dσ =

dW
dt
j

(25.3)

and this has the effect of allowing us to remove the normalization coming from the number of incoming
particles - the above formula can be interpreted as the number of scattered particles divided by j = the
number of incoming particles per second per surface area. What is the dimensionality of dσ?

[dσ] =
N/s

N/s/a2 ∼ a2 (25.4)

so dσ has dimensionality of area. This is why it is called the cross section.

25.2 Defining the quantum-mechanical current

In classical mechanics, the current is simply:
j = nv (25.5)

and this has dimensionality of ∼ 1
cm3 · cm

s = 1
cm2 s . In quantum mechanics, we have:

j =
h̄

2mi
(
ψ∗∇ψ − ψ∇ψ∗) (25.6)

where ψ = eip·r√
V

. We do the computations, and we get:

j =
h̄

2mi
ip
h̄

2 =
p
m

=
v
V

(25.7)

just as expected. So substituting this in:

dσ =

dW
dt
j

=
2π

h̄
V

(2πh̄)3

m|pi|dΩ f

V|pi|
|Ũ(q)|2 =

2π

h̄
1

(2πh̄)3 m2dΩ f |Ũ(q)|2 (25.8)

so writing:

dσ = | f |2dΩ f , | f | = m
(2π)h̄2 |Ũ(q)| (25.9)
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Let us discuss when this formula is justified, and let us discuss some basic features. Let’s check that
our amplitude has the right dimensionality:

[| f |] = [
m
h̄
|U(q)|] = [

m
h̄2 ][Ũ] (25.10)

We recall that p2

2m = h̄2

a2m has units of energy, and Ũ has dimensions of energy times volume (as it is the FT
of a potential), so then:

[| f |] = energya3

a2energy
= a (25.11)

as expected.

25.3 Low energy scattering

Consider the qa ≪ 1 limit. Then:

Ũ(q) =
ˆ

e−iq·rV(r)d3r ∼= U0
4π

3
a3 (25.12)

So then:
| f | = m

2πh̄2 |U0|
4π

3
a3 =

2m
2h̄2 (|U0|a2) (25.13)

what is the physical meaning here (and when it the approximation justified?) Let us separate the above
into two pieces:

| f | = 2
3

(
m|U0|a2

h̄2

)
a (25.14)

the term in brackets is dimensionless (product of inverse kinetic energy of incoming particle and the
potential). The approximation is justified in the limit:

m|U0|
h̄

a2 ≪ 1 (25.15)

so:
| f |
a

≪ 1 (25.16)

In analogy, we recall the approximating limit
dW
dt

≪ ω.

In quantum mechancis, something strange happens - in classical mechanics the cross section is πa2,
here the cross section is much much smaller - so most of the time the particles will not collide!

The most important features to takeaway here in the low energy, first order perturbation (weak cou-
pling) case:

1. dσ ∼ dΩ, i.e. the distribution is spherically symmetric!

2. No dependence on the sign of U0.

3. mU0a2

h̄2 ≪ 1. This is a feature that tells us that there is no bound state (in three dimensions).
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25.4 The Yukawa Potential

Note that we will now treat the signs/phases properly, so we define:

f = − m
2πh̄2

ˆ
V(r)e−iq·rd3r = − m

2πh̄2 Ũ(q) (25.17)

note the minus sign! This is very important - we will see why soon. We consider the Yukawa potential:

V(r) = β
e−µr

r
(25.18)

This describes many things. It describes the hydrogen atom with screening (with µ ∼ 1
aB

, β = e2). But
the name comes from something different. It comes from nuclear physics - the interactions of protons and
neutrons is described by the above, where at large distances we have no strong interactions, and at short
distances we have a Coulomb type potential. We want to compute the FT of this, and compute the cross
section. We will see an absolutely unbelievable result.

Ũ(q) = β

ˆ
e−µr

r
e−iq·rd3r

= β

ˆ
e−µr

r
e−iqrr2dr sin θdθdφ

= 2πβ

ˆ
(e−µr−iqr cos θ)rdrd cos θ

= 2πβ

ˆ
rdr
−iqr

[
e−iqr−µr − eiqr−µr

]
dr

=
2πβ

−iq

(
1

µ + iq
− 1

µ − iq

)

=
4πβ

µ2 + q2

(25.19)

So:
f = − m

2πh̄2
4πβ

µ2 + q2 =
2βm

(µ2 + q2)h̄2 (25.20)

note we have a huge dependence on the angles! Consider:

q2 =
(p f − pi)

2

h̄2 =
2|p2|(1 − cos θ f )

h̄2 =
4|p|2

h̄2 sin2 θ f

2
(25.21)

Now using that p2

2m = E, we find:

q2 =
8mE

h̄2 sin2 θ

2
(25.22)

so we conclude:
dσ

dΩ
= | f |2 =

4m2β2

(µ2 + q2)2
1
h̄4 (25.23)

In the low-energy limit, q → 0 and so:

dσ

dΩ
=

4m2β2

h̄4µ4
=

4m2β2

h̄4µ2

1
µ2 (25.24)
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as expected, it is spherically symmetric. There is no bound states where this formula is justified - σ ≪ 1
µ2

(note the dimensionality checks out here). Then:

m2β2

h̄4µ2
≪ 1 (25.25)

which is the condition. For an atomic system, µ ∼ a−1
B , so this condition implies:

me2

h̄2 me2

h̄2

= 1 (25.26)

so for atomic physics... 1 ≪ 1. This is NONSENSE! This limit is never valid. Because in atomic physics,
the potential is sufficiently strong, and we have bound states...

The high-energy limit of E → ∞, we have:

dσ

dΩ
=

β2m2

q4h̄4 ≪ 1
µ2 (25.27)

this is justified if it is much smaller than 1
µ2 . This of course works out, because for sufficiently large energy

1
q4 ∼ 1

E4 ≪ 1
µ2 of course! And this is very, very useful for QFT.

Why is it never justified for small energy, and for large energy it is not? When energy is high, in-
teractions are for such short times that there are not much interactions at all. Interactions are small.
Perturbation theory is justified because scattering amplitudes is small. Mathematically, we expand in
inverse energy so the PT works. For low energy the interaction time is large so we are not in the PT
regime.

Last remark: if we expand out:

dσ

dΩ
=

m2β2

16E2 sin4 θ
2

=
m2e2

16E2 sin4 θ
2

(25.28)

which is just the Rutherford scattering formula! You have derived this in CM, we now compute it in QM,
and in QFT we actually get the same result as well.
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26 Scattering Part II

We did some examples of scattering last day. We did it using perturbation theory, and this PT is justified
when the cross-section is much smaller than the size of the system. It is justified for sufficiently large
energy, as in this case the particle does not have time to interact and hence the cross section is much
smaller. The second realization was that PT is useless for atomic systems, for the same reason.

Today, we want to discuss the tools to study the orders of PT in scattering in an absolutely mathemat-
ically precise way. After that we can formulate when PT is justified.

26.1 Wavefunction at Large Distances - No Potential

We start with the infinitesimal probability of scattering:

dP = |ψscat|2vdtdS (26.1)

Everything happens at large distances - the detector is far away from the system, so r ≫ a. And this is
where we actually measure the particle. We want to find the wavefunction at very large distances r → ∞.
It is the solution to the SE at large distances. The claim is the following:

ψ(r → ∞) =
eikr

r
f (θ, φ) (26.2)

With f the scattering amplitude. Let’s verify that this is the correct form:[
− h̄2

2m
∇2 +

l(l + 1)
r2 + U(r)

]
ψ = Eψ (26.3)

but then the 1
r2 , U(r) terms are small (the second by assumption), so:

− h̄2

2m
∇2ψ = Eψ (26.4)

so framing ψ = u(r)
r , we get the equation:

d2u
dr2 + k2u = 0 (26.5)

with k2 = 2mE
h̄ . We then have two solutions u(r) = e±ikr, but we only take the + solution as we only

consider outgoing waves.

26.2 Wavefunction at Large Distances - With Potential

Now, let’s consider the case where we have a potential:[
− h̄2

2m
∇2 + V(r)

]
ψ = Eψ (26.6)

So then:

(∆ + k2)ψ =
2mV(r)

h̄2 ψ (26.7)

which is the Helmholtz equation (note ∆ = ∇2). To solve such equations, we introduce Green functions:

(∆ + k2)G(r − r′) = δ3(r − r′) (26.8)
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where G(r) is any function that solves the above equation. If it is, we can write:

ψ(r) = ψ0(r) +
ˆ

G(r − r′)
2mV(r′)

h̄2 ψ(r′)d3r′ (26.9)

which is the SE in the integral form (it is not immediately a solution - as ψ appears on both sides). Now
applying the ∆ + k2 operator to both sides:

(∆ + k2)ψ(r) =
ˆ
(∇2

r + k2)G(r − r′)
2mV(r′)

h̄2 ψ(r′)d3r′ (26.10)

but on the RHS we have a delta function by the defintion of the Green function, so:

(∆ + k2)ψ(r) =
ˆ

δ3(r − r′)
2mV(r′)

h̄2 ψ(r′)d3r′ =
2mV(r)

h̄2 ψ(r) (26.11)

Ok, so we now have an integral formulation of the Schrodinger equation - this might seem like a step
backwards because its more complicated in the differential form, and in general integral equations are
harder to solve than differential ones. However it turns out to be a more convenient form because we can
treat it in perturbation theory.

26.3 Solving for the Green Function

We solve:
(∇2 + k2)G(r) = δ3(r) (26.12)

if k2 = 0, then:
∇2G(r) = δ3(r) (26.13)

which is trivial if we just recall E&M and the relaiton of a scalar field and electric field. Then G(r) =

− 1
4π

1
r . The minus sign means a positive charge (potential is negative, electric field is that of a positive

charge/points outwards).
Ok, now what happens when we have the k2? Everything is the same, just include a factor of eikr (do

the same solving procedure as we did for the SE):

G(r) = − 1
4π

eikr

r
(26.14)

So:

G(r − r′) = − eik|r−r′ |

4π|r − r′| (26.15)

So the integral form of the SE becomes:

ψ(r) = ψ0(r)−
ˆ

eik|r−r′ |

4π|r − r′|
2mV(r′)

h̄2 ψ(r′)d3r′ (26.16)

note that the boundary condition needed to solve for the Green function enters through the + sign in the
exponential.

26.4 Solving the Integral SE via Approximation

Let’s treat V as small, so replace ψ(r′) → ψ0(r′) under the integral. Further, |r| ≫ |r′|. So, let us expand:

|r − r′|2 = r2 + r′2 −−2r · r′ = r2

(
1 +

r′2

r2 − 2r · r′

r2

)
(26.17)
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We actually need |r − r′| so taking square roots:

|r − r′| = r

(
1 +

r′2

r2 − 2r · r′

r2

)1/2

(26.18)

now using (1 + x)1/2 ≈ 1 + 1
2 x:

|r − r′| ≈ r

(
1 − 2

1
2

r · r′

r2

)
= r − n̂ · r′ (26.19)

where n̂ = r
r . So, we do this approximation for the exponent. But, do we have to do the same for the

1
|r−r′ |? No - we can just ignore the 1

r2 (as these are unimportant in the asymptotic limit we are interested
in).

We then have:

G(r − r′) = − eikr

4πr
e−ikn·r′ (26.20)

So, let us put this back in:

ψ(r) = ψ0(r)−
eikr

r4π

ˆ
e−ikn̂·r′ 2mV(r′)

h̄2 ψ0(r′)d3r′ (26.21)

Note that kn is nothing but the outgoing momentum of the particle, so let us define kn = k f . We also
replace ψ0(r) with the incoming wave:

ψ(r) = ψ0(r)−
eikr

r4π

ˆ
e−ik f ·r′ 2mV(r′)

h̄2 eiki ·r′d3r′ (26.22)

so we have an incoming and outgoing wave in the integral, and integrate over the potential - we also have
an eikr

r outside of it.

Now, recall that we wanted something of the form ψ = f (θ, φ) eikr

r with f the amplitude. The amplitude
is therefore:

f (θ, φ) = − 2m
4πh̄2

ˆ
e−iq·r′V(r′)d3r′ (26.23)

where q = k f − ki is the momentum transfer. This is exactly what we derived previously from Fermi’s
golden rule! It is an absolutely correct formula for first order perturabation theory.
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27 Scattering Part III

27.1 Review of Last Class

Last time we derived the integral form of the Schrodinger equation:

ψ(r) = ψ0(r)−
1

4π

ˆ
eik|r−r′ |

r
2mV(r′)

h̄2 ψ(r′)d3r′ (27.1)

And by applying the Schrodinger operator to both side, we can confirm that this is indeed the case. Our
Green function is:

G(r − r′) = − 1
4π

eik|r−r′ |

r − r′
(27.2)

so writing U(r′) = 2mV(r′)
h̄2 , we have:

ψ(r) = ψ0(r) +
ˆ

ψ(r′)G(r − r′)U(r′)d3r′ (27.3)

We derived a first-order scattering approximation via Fermi’s golden rules, and also through perturbation
theory. When we do PT, we consider a solution of the form:

ψ = ψ(0) + ψ(1) + ψ(2) + . . . (27.4)

We say that:
ψ(0) ∼ 1, ψ(1) ∼ U1, ψ(2) ∼ U2 (27.5)

Our ψ(0) is nothing but the incoming wave:

ψ(0)(r) = eikin ·r (27.6)

for the Green function, at very large distances we found:

G → − eikr

4πr
e−ik f ·r (27.7)

We exactly computed the first order of perturbation theory:

ψ(1) = − eikr

4πr

ˆ
U(r′)e−iq·r′d3r′ (27.8)

Which is exactly the Fourier transform - the same thing we got from the Fermi’s golden rule derivation.

27.2 Second-Order corrections

Now we consider ψ(2). To this end we substitute ψ(1) back into Eq. (27.1).

ψ(2) =

ˆ
ψ(1)(r′)G(r − r′)U(r′)d3r′ (27.9)

and so:
ψ(2) =

ˆ
ψ(0)(r′′)G(r′ − r′′)U(r′′)G(r − r′)U(r′)d3r′d3r′′ (27.10)

where we recall that:
ψ(1) =

ˆ
ψ(0)(r′)G(r − r′)U(r′)d3r′ (27.11)
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So now, I use the asymptotic expansion for G(r − r′) (note: we can only asymptotically expand r, which
corresponds to the faraway detectro):

ψ(2) = − eikr

4πr

ˆ
eiki ·r′′U(r′′)G(r′′ − r′)U(r′)e−ik f ·r′d3r′d3r′′ (27.12)

So, we can precisely see the structure that Feynman observed; diagramatically:

 

Quit
Ur's

Tired

n t

S o

Figure 27.1: Feynman diagram visualization for perturbation theory analysis of scattering.

These formulas were already known before 1947. But, Feynman wanted to visualize things in a way
that would allow him to immediately write down the perturbation theory. We have an initial state |ψin⟩ ∼=
eiki ·r a final state ⟨ψout| ∼= e−ik f ·r. The vertices are U(r), the Propogator is G(r′− r′′). The way he visualized
what was happening in PT was we have an initial momentum, then it starts to interact at r = r′′, after
interacting, it propogates with G(r′ − r′′), then interacts again at r = r′, and then leaves as the final state.
There is nothing new yet at this point, just a visualization of something we know. One can generalize this
structure to quantum field theory.

One can discuss exactly the same Feynman diagram, but the interaction with a photon (or phonon,
magnon etc. in CM physics) which represents the Compton effect:

 

Quit
Ur's

Tired

n t

S o

Figure 27.2: Feynman diagram for Compton scattering.

27.3 Justifying PT

We unfortunately don’t have time to discuss path integrals in this course - let’s instead discuss the pertur-
bation theory. In order for PT to be justified, we require:

|ψ(0)| ≫ |ψ(1)| ≫ |ψ(2)| ≫ . . . (27.13)
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Our condition is:

|ψ(0)(r)| ≫ 2m
4πh̄2

ˆ
V(r′)
|r − r′| e

ik|r−r′ |ψ(r′)d3r′ (27.14)

therefore:

1 ≫ m
2πh̄2

ˆ
V(r′)

r′
eikr′ e−iki ·r′d3r′ (27.15)

So for any potential, if this condition is satisfied we can use PT, if it is not we cannot.

27.3.1 Low-Energy Regime

We consider ka ≪ 1, i.e. comparing the wavelength λ with the length scale of the system. In this case, we
can immediately due to the integration as the potential has a typical scale for which we can trivially carry
out the integral. The exponentials are order 1, so we require:

m
2πh̄2 |

ˆ
V(r′)

1
r′

d3r′| ≪ 1 (27.16)

Previously, we said that the amplitude | f | ≪ a; this is basically the same condition we had before. Before
we just stated it without proof, now we see where it comes from.

27.3.2 High-Energy Regime

We consider ka ≫ q. In this case we have to consider the integration over all angles. We consider:
ˆ

sin θdθdφe−iki ·r′r′2dr (27.17)

restricting our view to the angular part:
ˆ

sin θdθdφe−iki ·r′ =
2π

|k||r′|
(

eikr′ − e−ikr′
)

(27.18)

Now multiplying by V(r′)
r′ eikr′ :

1 ≫ m
2πh̄2

2π

k
|
ˆ

V(r′)
r′2

r′2
(

ei2kr′ − 1
)

dr′| (27.19)

the only notable region of contribution is when r′ ≫ k−1 (else ei2kr′ − 1 ≈ 1− 1 = 0). So then the condition
is:

1 ≫ m
h̄2k

ˆ
r′≫k−1

V(r′)dr′ (27.20)

27.4 Implications of Constraints

Let’s consider the trivial potential V = −V0, r ≤ a. For low energy (ka ≪ 1), we have:

mV0

2πh̄2

ˆ a

0

4πr2

r
dr =

2mV0

h̄2
a2

2
≪ 1 (27.21)

For high energy ka ≫ 1, we have:

m
h̄2k

ˆ
V(r′)dr′ ≪ 1 =⇒ mV0a

h̄2k
≪ 1 =⇒ mV0a2

h̄2 ≪ ka (27.22)
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What is the meaning of this condition? for any potential, so long as the energy is sufficiently large, my PT
is justified. This is why PT is extremely useful for high-energy; no matter how high the potential is, the
energy could be larger... so for large enough energies it is always justified.

Now, let’s look at the Yukawa potential:

V = β
e−µr

r
(27.23)

For low energy, we have:
mβ

2πh̄2

ˆ ∞

0

e−µr

r
1
r

4πr2dr =
m2
h̄2

β

µ
≪ 1 (27.24)

For the case of a Coloumb potential, β = Ze2 and µ = h̄2

me2 and we see that the condition is never satisfied.
We always have bound states. It is useless to consider PT for an atomic system.

For high energy:

1 ≫ m
h̄2k

ˆ ∞

r′≫k−1
V(r′)dr′ =

mβ

h̄2k

ˆ ∞

r′≫k−1

e−µr′dr′

r′
(27.25)

This is formally divergent at the origin, but we have our cutoff at the lower bound, so
´

r≫k−1
dr
r ∼ ln µ

k . In
any case this is of order one. So we study the constant out front:

mβ

h̄2k
=

mβ

h̄pext
=

me2

h̄pext
=

me2c
h̄cpext

=
βc

vext h̄c
=

αc
vext

≪ 1 (27.26)

and so:
α ≪ vext

c
(27.27)

but since vint
c = α, we have:

vint ≪ vext (27.28)

Conclusion: PT is useless if we want to probe structure - we develop tools for this next day. But at high
energies everything works out.
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28 Partial Wave Analysis

28.1 Review of Scattering so far

Previously we used perturbation theory and the Born approximation to study scattering approximately.
We found then that f was a real function, there was no dependence on the sign of the potential V (the
cross section etc. are completely unchanged by repulsive vs. attractive)!

We also discussed low energy scattering - what we realized was that our perturbation theory is abso-
lutely justified for small potentials (not bound states). E.g. in QED, the coupling constant is small so PT
works beautifully. But once we try to study bound states, PT fails.

For high energy scattering - PT is always justified for arbitrary potentials. Even if the potential is large,
PT works as long as your system is sufficiently high energy. We derived specific conditions.

In atomic physics, this means the following: we use PT if the velocity of the incoming particles is larger
than the internal velocity:

mv2

2
∼ me4

h̄2 →
(

v
c

)2
= α2 (28.1)

so vint ∼ cα; so so long as vext ≫ αc, the PT is nicely justified.
For today, we study scattering using a method such that we are sensitive to the bound states.

28.2 Asymptotic Expansions

We consider:
ψ(r, θ, φ) = RE,l(r)Ym

l (θ, φ) (28.2)

which are the solutions to a spherically symmetric potential.

28.2.1 Free Particle Case

Defining u = Rr and k2 = 2mE
h̄2 , in the case for V = 0 (free particle) we have:

d2u
dr2 − l(l + 1)

r2 u = −k2u (28.3)

In the r → ∞ limit, the radial part of the wavefunctions asymptotically tend to Bessel functions:

Rl(kr) ∼ jl(kr) (28.4)

where:

jl(kr → ∞) ∼ 1
kr

[
sin(kr − lπ

2
)

]
=

1
kr

(
e−i(kr− lπ

2 ) − ei(kr− lπ
2 )
)

(28.5)

28.2.2 Quickly Decaying Potential

Now, let’s assume a nonzero potential, but V ≤ 1
r2 for r → ∞. What happens then? The asymptotic

behavior is like:
∼ 1

kr

(
e−i(kr− lπ

2 ) − Slei(kr− lπ
2 )
)

(28.6)

where:
Sl = ei2δl (28.7)

this is because a quickly decaying potential does not affect the asymptotic behaviour of the wavefunction
for a quickly decaying potential! Note that we only put a phase on one of the terms (of course a global
phase would be irrelevant) - by convention we put the phase on the outgoing spherical phase.
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28.3 Expansion in Radial and Spherical Harmonics

By the completness of the spherical harmonics and the radial wavefunctions, we can expand:

ψ(r, θ, φ) = ∑
lm

clmRl(r)Ym
l (θ, φ) (28.8)

we will be interested in this expansion in the asymptotic limit. A plane wave (for the case V = 0) can be
expanded as:

eik·r =
i

2k ∑
l
(2l + 1)il

 e−i(kr− lπ
2 )

r
− ei(kr− lπ

2 )

r

 Pl(cos θ) (28.9)

where Pl is the Legendre polynomial. The first term is the incoming spherical wave, and the second term is
the outgoing spherical wave. Note also the lack of φ-dependence, as the potential is spherically symmetric

Now, if I introduce a nonzero potential, my claim is the following: everything is the same, except for
one part:

ψ(r, θ) =
i

2k ∑
l
(2l + 1)il

 e−i(kr− lπ
2 )

r
− Sl

ei(kr− lπ
2 )

r

 Pl(cos θ) (28.10)

Again, the phase enters the problem.
Now we derive a formula - this is boring but we must go through the technical details to get somewhere

here4

Let us write Sl = (Sl − 1) + 1. When Sl = 1, we have precisely the plane wave! So, let us rewrite the
above expression to be the sum of a plane wave and another term.

ψ(r) = eik·r +
eikr

r ∑
l

1
2ik

(Sl − 1)(2l + 1)Pl(cos θ) (28.11)

where we note the use of the identity il+1e−i lπ
2 = ei π

2 (l+1)e−i π
2 = i.

Now, by definition my amplitude is nothing but:

f (θ) = ∑
l

1
2ik

(Sl − 1)(2l + 1)Pl(cos θ) (28.12)

So I have my amplitude! We have made no approximations. The entire problem of scattering has reduced
to the computation of the phases Sl .

28.4 Introducing the Partial Wave

We introduce:

fl =
Sl − 1

2ik
=

ei2δl − 1
2ik

=
eiδe

k
(eiδl − e−iδl )

2i
=

eiδl sin(δl)

k
(28.13)

We need one more formula. Our amplitude can be represented as the sum of the partial waves as:

f (θ) = ∑
l

eiδl

k
sin(δl)Pl(cos θ)(2l + 1) = ∑

l
fl Pl(cos θ)(2l + 1) (28.14)

Repeating the claim - the scattering amplitude can be expressed as the sum of partial waves amplitudes.
What people do in practice is the following. People study the angular distribution, given by specific

4“This class is very boring” - Ariel. “This class or this course?” - Christopher “Yeah, you can say that if you want.” - Ariel
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Legendre polynomials. Then, having probed what resonance contributes the most, one can make conclu-
sions about the angular momentum of the system. In the literature often s, p, d waves are discussed; these
correspond to l = 0, 1, 2 as in the case of spectroscopy.

Let us derive one more formula- that for the total cross section:

σ =

ˆ
dΩ| f |2

= ∑
l,l′

ˆ
dΩ

sin(δl)(2l + 1)
k

Pl(cos θ)
sin(δ′l)

k
(2l′ + 1)P′

l (cos θ)
(28.15)

Then using the orthogonality relation:
ˆ

dΩPl(cos θ)Pl′(cos θ) =
4π

2l + 1
δll′ (28.16)

the complicated looking formula reduces:

σ = ∑
l

4π

k2 sin2(δl)k(2l + 1) = 4π ∑
l
(2l + 1)| fl |2 (28.17)

with fl =
eiδl (k)

k sin(δl(k)) where k = 2mE
h̄2 is determined by the energy. This formula is exact and extremely

useful for atomic, molecular etc. physics. We will explore it next time, and see how this phase plays an
unbelievably interesting role.
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29 Partial Wave Analysis II

29.1 Review of Last Class

We developed partial wave analysis as a tool to study scattering problems in a more general setting. The
only information that enters is the phases/partial wave amplitudes:

fl =
Sl − 1

2ik
=

eiδl sin(δl)

k
(29.1)

we derived this, and our cross section is expressed explicitly in terms of these partial wave amplitudes:

f (θ) = ∑
l

fl Pl(cos θ)(2l + 1) (29.2)

where Pl gives the angular distribution (we neglect the φ dependence from symmetry) and the 2l + 1
comes from the degeneracy.

29.2 Complex Structure of Partial Wave Amplitudes

Let us look at the complex structure of the partial wave amplitudes - this will be an important lead-in for
our discussion on resonance scattering. Taking the imaginary part, we have:

Im fl =
sin2(δl)

k
=

k2| fl |2
k

= k| fl |2 (29.3)

which might be familiar as the Optical theorem (here applied to partial wave amplitudes). Looking at the
imaginary part of the inverse partial wave amplitude, we have:

Im
1
fl
= Im

f ∗l
| fl |2

= −k (29.4)

and so:
1
fl
= gl(k)− ik (29.5)

where gl is the real part. This is an extremely generic formula. It has far-reaching physical signficance,
which we shall get to soon.

29.3 Example - Attractive Potential

We consider U = −U0 for r ≤ a, and k2 = 2mE
h̄2 as usual.

We then have the conventional normalization:ˆ
r2drRkl(r)Rk′ l′(r) = δll′δkk′ (29.6)

(or replace δkk′ → δ(k − k′) if the ks are continuous). We then right down the radial SE as:

R′′
kl +

2
r

Rkl +

(
k2 +

l(l + 1)
r2

)
Rkl = 0 (29.7)

Let us solve this problem in the very simple case of l = 0. We do the very convenient change of
variables u = rR(r), which yields:

u′′ + k2u = 0, r ≥ a (29.8)
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Figure 29.1: Attractive radial square well potential which we analyze via partial wave analysis.

u′′ + χ2u = 0, r ≤ a (29.9)

where χ2 = 2m(E+|U0|)
h̄2 .

For r ≤ a, we have u = A sin(χr) (the cosine term vanishes). For r ≥ a, we have u = B sin(kr − δ0). In
principle, we can have a cosine and sine term, but we instead introduce a phase factor in a very precise
way, as:

Rkl(r → ∞) =
sin(kr − lπ

2 + δl)

r
(29.10)

Now, we write:

Sl
eikr

r
= e2iδl

eikr

r
(29.11)

So if we are able to calculate the phase factor, we therefore can determine everything about the structure
of the problem. How we do the analysis is as follows. We consider:

u′

u

∣∣∣∣∣
r≤a

=
u′

u

∣∣∣∣∣
r≥a

(29.12)

which follows from the continuity of the wavefunction and at the derivative at r = a. We then find:

χ
cos(χa)
sin(χa)

= k
cos(ka + δ0)

sin(ka + δ0)
(29.13)

Now, we discuss solutions δ to this equation. Note that we consider χ finite here (and will deal with the
special case of otherwise later).

First, we suppose the case of low-energy scattering, where k → 0. The solution is very simple. We
see precisely that in order to have nontrivial solutions, our phase must be vanishing in order to have a
nontrivial solution. The only way to get a finite number as k → 0 is to have the phase vanishes with k,
such that k

sin(ka+δ)
must be finite.

Mathematically, if we Taylor expand the RHS:

k cot(ka + δ) =
k

ka + δ(k)
(29.14)
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Now, we go back to the original equation, and what we say is that:

χ cot(χa) ≈ k
ka + δ(k)

(29.15)

and so:
ka + δ =

k
χ cot(χa)

(29.16)

so:

δ =
k

χ cot(χa)
− ka = ka

(
tan(χa)

χa
− 1

)
(29.17)

so δ → 0 as k → 0.
Knowing the phase, the amplitude computation is trivial:

f =
e2iδ0 − 1

2ik
≈ 1 + 2iδ0 − 1

2ik
=

δ0

k
= a

(
tan χa

χa
− 1
)

(29.18)

and so:

σ =

ˆ
dσ =

ˆ
| f |2dΩ = 4πa2

(
tan χa

χa
− 1
)2

(29.19)

Note that in PT U0 was small. But now, we are able to do computations for arbitrarily large potentials.
We can immediately see for large U0 that:

σ → 4πa2. (29.20)

this is the famous result when U0 → ∞, k → 0. Compare to the classical mechanics result when σ = πa2.
Where does the extra factor of 4 come from? It comes from QM (of course). When k → 0, it follows
that λ ≫ a. So, he scattering is not just happening from one surface of the hard sphere, but from every
direction - so we can have scattering from any part of the sphere!

 

U

v

Vo a

0
classical quantum

Figure 29.2: Low-energy hard sphere scattering in the classical (where the direction of scattering is limited,
so σ = πa2) and quantum (where the particle can scatter off of any part of the sphere, yielding σ = 4πa2)
cases.

29.4 Reproducing the PT contribution

For small potentials U0, we should recover the perturbation theory/Born approximation result. Let us
therefore expand:

tan(χa) =
sin(χa)
cos(χa)

≈ χa(1 − (χa)3

3! )

(1 − (χa)2

2! )
= χa

(
1 +

1
3
(χa)2

)
(29.21)
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so:

σ = 4πa2
(

tan χa
χa

− 1
)2

≈ 4πa2 1
9
(χa)2 (29.22)

which is the result for the case for small potential and small energies.
In the Born approximation, we have:

f =
m

2πh̄2 U0
4
3

πa4 =
mU0

h̄2

(
2
3

a3
)

(29.23)

so then using that a2χ2 = 2mU0a2

h̄3 :

f =
χ2a

3
a (29.24)

so the two methods agree in the low-potential limit. However, the formula obtained by the partial wave
analysis is more general.

29.5 Resonance Scattering

Let us return to our solution:
χ cot(χa) = k cot(ka + δ) (29.25)

where δ does not go to zero. However, we still consider the low energy case where ka → 0. Solutions can
actually exist here, in the form δ → π

2 + πn.
We write:

tan δ =
k
χ

tan(χa), k → 0 (29.26)

Let us represent the amplitude in the following way:

f =
eiδ sin δ

k
=

sin δ

k(cos δ − i sin δ)
=

1
k(cot δ − i)

=
1

k cot δ − ik
(29.27)

Now, we apply: Eq. (29.26).

f =
1

χ cot(χa)− ik
(29.28)

Now, recall that in the most generic form, fl = 1
gl−ik (from Eq. (29.5)). then, notice that f → 1

−ik if

cot χa → 0. This is unbelievable; the cross section whichis σ = 4π| f |2 → 4π
k2 But then as k → 0, σ → ∞!!!

The cross section becomes infinitely large - much larger than the size of the system! How could this
possibly happen? For an infinitely attractive potential we found 4πa2, which one might naively think is
the maximum possible, but no actually, it could be infinite large! In classical physics this is impossible. It
is due to a resonance - think about why this could lead to such a cross section.

We quote a general result:

σ = 4π| f |2 =
4πa2((

χa cot(χa)
)2

+ k2a2
) (29.29)

The idea is that the total-cross section can be arbitrarily large, and in order to understand why this
happens, we have ot understand what is happening with the χa cot χa term. We will want to explicitly
solve the problem of the energy being slightly negative. We are very close to understanding what is going
on here, and we will explore it in the next lecture.
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30 Resonance Scattering

30.1 Review of Prior Results

This is the last lecture for content - we finish our discussion of scattering by discussing resonance.
We have our formula for the total cross-section:

σ =
4π

k2 ∑
l
(2l + a) sin2(δl(k)) (30.1)

Separately, there is a σl which is the partial cross section:

σl =
4π

k2 sin2(δl) ≤
4π

k2 (30.2)

which is always bounded. This is known as the unitarity limit. If we measure something larger than this,
there is either something fundamentally wrong with QM, or with the measurement. Sometimes people
put the degeneracy (2l + 1) in the formula:

σl =
4π

k2 (2l + 1) sin2(δl) ≤ (2l + 1)
4π

k2 (30.3)

so, we cannot have a cross section for a single DOF larger than 4π2

k2 .
We also derived the partial wave amplitude to have the extremely generic structure:

fl =
1

gl(k)− ik
(30.4)

with gl a real function. We will see the physical meaning of it very shortly.
In Lecture 28, we solved the problem of scattering from an attractive potential, U(r) = −U0 for r ≤ a

(and U(r) = 0 for r > a). Let us study what happens here. We derived the expression for the cross section,
which is:

σ = 4πa2 (30.5)

for U0 → ∞. This is a special case, where tan χa ̸= ∞ (we ignore the singularities). We will see what
happens at the special points in a second. Note this is in stark contrast to what happens in classical
physics, where σ = πa2. We have 4πa2 because in QM the particle for sufficiently large wavelengths can
scatter off of the entire sphere. We have here the amplitude:

f0 =
1

k cot δ − ik
=

1
χ cot χa − ik

(30.6)

So, we identify gl with χ cot χa, and we showed consistency with the generic structure.
We consider the scattering length:

f (k → 0) = −a0 (30.7)

where in our case:
f (k → 0) =

1
χ cot χa

(30.8)

Let us rewrite the cross section as:

σ =
4πa2(

(ka)2 + (χa cot χa)2
) (30.9)

Now, let’s solve a completely different problem, and try to understand the physical meaning of the
scattering length/gl .
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30.2 Square Well Bound States and Resonance

We consider exactly the same attractive potential as previous:

U(r) =

{
−U0 r ≤ a
0 r > a

(30.10)

except now we want to solve for the bound state energies E < 0. You definitely did this in PHYS 304
already, but let us try it again. Let us define k̃2 = 2m|E|

h̄2 (do not confuse it with k2 = 2mE
h̄2 which was for

strictly positive energies).
We introduce as before χ2 = 2m|U0|−2m|E|

h̄2 = 2m|U0|
h̄2 − k̃2.

So we have the same equations as before, but with a small difference:{
u′′ − k̃2u = 0, r ≥ a
u′′ + χ2u = 0, r ≤ a

(30.11)

note the minus sign because we have a bound state! the solution will be very different in this case. This
has solution: {

u(r) = A sin(kr) r ≤ a
u(r) = Be−k̃r r ≥ a

(30.12)

so from the continuity condition:
u′

u

∣∣∣∣∣
r=a+ϵ

=
u′

u

∣∣∣∣∣
r=a−ϵ

(30.13)

So:
χa cot χa = −k̃a (30.14)

and so:
f =

1
χ cot χa − ik

=
1

−k̃ − ik
(30.15)

And the claim is the following:

χ cot χa = − 1
a0

(30.16)

Now, we understand what happens for a huge cross section. We have:

f =
1

− 1
a0
− ik

(30.17)

And we note:
f (k → 0) ∼ e−r/a0 (30.18)

so when χa = π
2 , a0 is huge. So, since e−r/a0 , then scattering happens on distances much larger than the

scale of the potential. This is why a0 is the scattering length. Even though we still have a bound state,
when we do scattering, the particles most of the time stay outside the potential, and in fact most of the
scattering happens faraway from the potential!

When we have the resonance condition χa = π
2 , then f = 1

−ik and so σ = 4π
k2 i.e. the unitarity condition

is saturated.
If we look precisely what happens with bound states here, the bound state is extremely close to the 0

point (i.e. to the top of the potential well). So, we have derived the physical meaning of the resonance.
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30.3 Complex Structure of Amplitudes

Why is the complex structure of the partial wave amplitudes f = 1
−k̃−ik

so important? Let us look at
where the poles in the complex plane occur here - it will be instructive, even though the energies are of
course real. Our equation for the pole is:

k̃ − ik = 0 (30.19)

so we say the following:
k = ik̃ (30.20)

So:
2mE

h̄2 = k2 = −k̃2 = −2m|E|
h̄2 (30.21)

the pole in the complex plane sits at the place where the energy E (of the incoming particle) in the complex
plane corresponds to the bound state energy. So, if (big if) we can compute the amplitude precisely, we
can figure out these poles. This can be done exactly for the Coulomb potential, and the poles will be
precisely the hydrogen atom bound states.

30.4 Further Comments on Resonance, Breit-Wigner Formula

We are now done with the course material proper. However there are a few important points left to be
said.

We have resonance when δ = π/2. What happens when δ = nπ? In this case σ → 0.
If we have one wall, then as we increase energy then the tunneling probability increases. What happens

with two? Of course for most energies this further decreases the tunneling probability. However, at energy,
the wave goes right through the potentials,with probability one! This is the so-called Ramsaner-Townsend
effect. This was observed in 1923.

We derived f for a very specific case. In general:

f = −1
k

Γ
2(

(E − ER) + i Γ
2

) (30.22)

and

σ =
4π

k2

Γ2

4

(E − ER)2 + Γ2

4

(30.23)

the point is that when we are close to the resonance, we have 4π
k2 . Γ is the so-called “width” of the

resonance. At the resonance, we saturate the unitarity limit. Mathematically:

E = ER − i
Γ
2

(30.24)

what is the meaning of this? The wavefunction is as:

ψ ∼ e−i Et
h̄ → e−i ERt

h̄ e−
Γt
2 (30.25)

so:
|ψ|2 ∼ e−

Γt
h̄ (30.26)

we have a so-called metastable state. These are the states we discussed when we discussed transition. In
pure QM, all states are absolutely stable - we have to go to QFT to understand instability (and we did
this, albeit in a cheaty way). In this formula, we have a lifetime τ = h̄

Γ . This is the way our metastable
states decay, and it can be formulated as the E = ER − i Γ

2 condition (even though of course the energies
are actually real).

The formula Eq. (30.23) is very important for many fields of physics! Remember it.
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31 Review

31.1 Resonance Scattering

We derived a formula for a very simple attractive potential:

U(r) =

{
−U0 r ≤ a0

0 r > a0
(31.1)

we discussed two different cases. We looked at when perturbation theory is justified - It is justified in the

limit where U0 is small. We obtained the cross section σ = 4πa2
(

1
3 χ2a2

)2
≪ 4πa2. In PT, we always get

something smaller than the typical size of the system.
We also discussed partial wave analysis. This is a highly generic technique. Wehn χa ̸= π/2, then

in the U0 → ∞ limit we have σ = 4πa2. The intuitition is that for low energy scattering from a strong
potential that the particle can scatter off of the entire sphere, so the cross section is just the surface area.

We looked at the case of resonances. What we computed was that the amplitude f = 1
χ cot χa−ik . There

is the so called scattering length:
lim
k→0

f = a0 (31.2)

We tried to understand how the cross section could be much larger than the actual size of the system.
When we have resonance, we have σ = 4π

k2 , i.e. the saturation of the unitarity condition. For small k, the
cross section can be unbelievably large. Where does this come from? We solved for the bound states of
the finite square well. When we solve for the bound state problem, we see that our wavefunction decays
in a very, very slow fashion, as e−r/a0 where a0 is precisely the scattering length. Generally the particle
will be found outside of the potential.

31.2 Partial Wave Analysis

We have the partial wave amplitudes:

fl =
Sl − 1

2ik
=

eiδl

k
sin(δl) (31.3)

so then:

| fl |2 =
sin2 δl

k2 (31.4)

Im fl =
sin2 δl

k
(31.5)

so:

Im
1
fl
= Im

f ∗l
| fl |2

=
1

| fl |2
Im f ∗l = −k (31.6)

so:
1
fl
= gl(k)− ik =⇒ fl =

1
gl − ik

(31.7)

And this elucidates the (complex) mathematical structure of the partial wave amplitudes.
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31.3 Transitions

Recall the transition rate:
dW
dt

=
2π

h̄
|Vab|2δ(Eb − Ea − h̄ω)

d3 pd3x
(2πh̄)3 (31.8)

we obtained this by perturbation theory - it is valid when the transition rate is small. Fortunately for our
life, PT is justified for maxwell’s systems, because α = 1

137 .
Then we had for the case of emission:

dW
dt

= ∑
λ

2π

h̄

(
e

mc

)2
(

2πh̄c2

ωV

)(
ω2dΩV
(2π)3c3h̄

)
|⟨ f |e−ik·reλ(k) · p|i⟩|2 (31.9)

Note if ka ∼ a
λ ∼ α ≪ 1, then e−ik·r ∼ 1. Note that for heavy atoms, we have Zα so it is not justified.

We discussed the selection rules, i.e. when (for electric dipole transitions) is ⟨ f |r|i⟩ = 0. To this

end, we expressed p ∼ [r, H] (which easily follows from H = p2

2m + V(r)). We did all of these complex
computations, and at the very end we have:

dW
dt

=
4
3

ω3e2

h̄c3 |⟨ f |r|i⟩|2 (31.10)

this agrees with the classical E&M calculation where one considers a dipole moment (oscillating dipole),
then calculate the electric and magnetic field far away, from this the poynting vector S = E × B can be
calculated and integrated over the sphere. Note however to have the quantum classical correspondence

we have I = h̄ω
dW
dt

∼ ω4 and this is precisely the dependence found in classical physics, I ∼ d̈2 ∼ ω4.

31.4 Gauge transformations

We consider:

H =
(p − e

c A)2

2m
(31.11)

where A = ∇Λ is the Gauge, then ψ = ei e
h̄c Λψ. If we change the gauge, then we introduce a phase and the

single-valuedness of the wavefunction is violated - one does not have a single ground states but infinitely
many (2πn, n ∈ Z). Each time we make a circle, the complete classification is no longer given just by the
phase, you need to remember the number of times you wrapped around.
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